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Abstract

terms should be kept, i.e,, to a cutoff policy.

able to be generalized to other methods.

Background: This paper presents a policy to choose cutoff points to identify potentially relevant terms in a given
domain. Term extraction methods usually generate term lists ordered according to a relevance criteria, and the
literature is abundant to offer different relevance indices. However, very few studies turn their attention to how many

Methods: Our proposed policy provides an estimation of the portion of this list which preserves a good balance
between recall and precision, adopting a refined term extraction and tf-dcf relevance index.

Results: A practical study was conducted based on terms extracted from a Brazilian Portuguese corpus, and the
results were quantitatively analyzed according to a previously defined reference list.

Conclusions: Even thou different extraction procedures and different relevance indices could brought a different
outcome, our policy seems to deliver a good balance for the method adopted in our experiments and it is likely to be

Background
Automatic identification of relevant terms for a given
domain is an extremely important task for a myriad of nat-
ural language processing applications. For instance, any
ontology learning effort is doomed to fail if the concept
identification step has a poor performance. In fact, any
other steps to automatically build an ontology rely on the
concept identification [1-4].

Also, text categorization applications can be much more
effective if a good relevant term identification is available.

An important part in the process of identifying relevant
terms is the extraction of terms and the computation of
their frequencies of use as term relevance index. For the
term extraction itself, many software tools are available
[5, 6]. These tools usually offer high-quality extraction,
regardless being implemented on the basis of linguistic or
statistical approaches. As for relevance indices, many the-
oretical formulations are available [7-11] and it is safe to
assume that a reliable relevance-based rank of extracted
terms is not difficult to obtain.

Unfortunately, even assuming a nearly perfect ranked
list of terms, it is still difficult to decide how many relevant
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terms are sufficiently relevant to cover the domain essen-
tial terms. Even the high-quality extraction procedures
deliver some terms that maybe present in a corpus, but are
not really relevant to the domain. The computation of a
relevance index, and the ranking according to this index,
is likely to push such irrelevant terms to the last positions
of the ranked list.

Once the extracted terms are ranked according to the
relevance, one needs to decide how many extracted terms
are relevant enough. Such decision is made by adopting a
cutoff point, i.e., choosing a point in the ranked list to dis-
card all extracted terms below this point and to keep the
terms from this point up. A cutoff point is present in virtu-
ally all term extraction endeavors, but almost all referred
scientific works [4, 12—-22] apply cutoff points based solely
on guess and trial.

That being said, there are three traditional approaches
to guess a cutoff point: absolute, threshold-based, and rel-
ative cutoff points. However, none of the referred work try
to establish a generic policy to actually choose a point to
cutoff the ranked term list. The major contribution of our
paper is, therefore, to propose a policy to choose an actual
cutoff point to a given term list, i.e., to offer researchers
and practitioners an algorithmic solution to choose the
discard point, instead of leaving this choice to a guess.
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It is important to call the reader’s attention about the
difference between an approach to choose a cutoff point
and a cutoff point policy. An approach to choose a cut-
off point is a method to determine how to cut off a term
list, e.g., to keep the # top ranked terms of a list. A cutoff
point policy is a more ambitious task, since it consists in
the definition of a way to determine a cutoff point and the
actual point where the list should be cut off, e.g., to keep
the 7 top ranked terms of a list and a formula to estimate
the value of n.

The application scope of the term selection policy pro-
posed in this paper implies the following assumptions:

e Given a domain corpus, a list of terms is extracted,
and, for the purpose of this paper, we will focus on
the relevant terms identification on a list of terms
extracted from a domain corpus, even thou most of
the definitions made here can be generalized to lists
of terms built from virtually any other sources than
domain corpora;

e A relevance index is computed (usually based on
some sort of frequency in the corpus) assigning to
each term a numeric value proportional to its domain
relevance; hence, the term list can be ranked
according to this index;

e Some of the extracted terms are sufficiently relevant
and should be considered representative of the
domain, those terms will be referred as valid terms;

e Some of the extracted terms, on the contrary, are not
sufficiently relevant and should be discarded; those
terms will be referred as invalid terms;

e Each extracted term is either valid or invalid.

In consequence, our policy will represent a contribution
to practical cases where these assumptions are true. How-
ever, our proposed policy can still be beneficial even to
practical cases where not all these assumptions can be ver-
ified. For a start, the definition of valid and invalid terms is
frequently arguable. While some terms are clearly classi-
fied as valid or invalid, others terms remain in a grey area
and they need to be arbitrarily classified into one group or
another.

Another issue is the accuracy of the relevance index,
since not necessarily all valid terms will be ranked in
higher positions than all invalid terms. That being said,
giving the efficacy of the relevance indices [23], it is
only reasonable to assume that the relevance index-based
ranking is strongly correlated to the terms’ actual rele-
vance. Note that this assumption is probably as secure as
to assume that terms that are not present in the list of
extracted terms can never be considered relevant.

As a final consequence of these assumptions, the iden-
tification of the relevant terms of a domain consists in
choosing a cutoff point to the ranked list aiming to have
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the valid terms above this point and the invalid terms
below. In other words, it is necessary to find out the point
that separates the valid and invalid terms.

By applying precision and recall metrics, which are com-
mon in information retrieval domain [24], it becomes
clear that to maximize the precision, one only needs to
consider very few or possibly just the most relevant terms
and to discard all others. Similarly, it is easy to maxi-
mize the recall by considering all extracted terms, i.e., not
discarding any. Besides those two trivial approaches, the
challenge is to balance precision and recall keeping a set of
extracted terms with most, ideally all, relevant terms and
very few, or ideally none, irrelevant terms.

In this context, the challenge is to find out a trade-
off between maximizing the precision (cutting off many
terms) and maximizing the recall (cutting off few terms).
Therefore, this paper’s goal is to propose a term selec-
tion policy as the definition of a cutoff point to the list of
extracted terms in order to balance precision and recall
with respect to a reference list indicating valid terms, i.e.,
terms judge as relevant to the domain. To fulfill this objec-
tive, a practical study is developed through the application
of three traditional cutoff point approaches (absolute,
threshold, and relative) to a term list extracted from a
corpus.

The result of these approaches for several parameters is
compared to a reference list (gold standard) assumed to
be the full set of valid terms for the corpus. Such exper-
iments allow the quantitative comparison of traditional
cutoff policies. Consequently, a new and more effective
policy is proposed.

It is important to stress that in all approaches, it is possi-
ble to achieve better and worse precision-recall balances,
but our claim is that using traditional approaches, there
is no simple way to determine whereas a given threshold
would result in a reasonably balanced cutoff point. There-
fore, it is not our goal to show that our policy offers a
better reduction of extracted term list sizes than tradi-
tional approaches. Instead, we want to propose a way to
estimate a cutoff point that takes into account more than
any traditional approach alone.

This section presents the corpora employed in this
paper’s experiments, the reference list corresponding to
the relevant terms of the corpora, a brief description
of the extraction tool and relevance index computation
and, finally, the formulation of traditional information
retrieval metrics. Next, the three traditional cutoff policy
approaches: “Absolute”, “Threshold-based” and “Relative”
and their results over a practical examples of different
arbitrarily chosen cutoff points are presented.

The corpora and reference lists
This paper’s experiments were conducted over five
different Portuguese domain corpora. The first one is
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the Pediatrics corpus (Ped) [25] composed of 281 texts
extracted from the Jornal de Pediatria, a Brazilian scholar
journal on Pediatrics.

The more important particularity of this corpus is the
availability of a reference list of relevant bigrams and
trigrams. This reference list was manually built in the con-
text of TEXTCC research project, conducted by Maria
José Finatto group at the Federal University of Rio Grande
do Sul (UFRGS).

This list is composed of 1,534 bigrams and 2,660 tri-
grams chosen among the extracted terms that were found
at least four times in the corpus. Terminology students
and domain specialists (pediatricians) issued their opin-
ion whereas a term was representative of the Pediatrics
domain, and only terms with all participant agreement
were kept. This list is publicly available at Finatto’s group
web page: http://wwwe6.ufrgs.br/textecc/.

The other four domain corpora employed in this paper’s
experiments were developed in Lucelene Lopes Ph.D. the-
sis [3]. These corpora cover the topics of stochastic mod-
eling (SM), data mining (DM), parallel processing (PP),
and geology (Geo). All these corpora are composed not
only by scientific articles but also by larger documents
as Ph.D. thesis and M.Sc. dissertations. Table 1 describes
numerical characteristics for the five mentioned corpora.

An important information about these corpora is the
fact that they were carefully revised manually to pre-
vent frequent textual problems such as char encoding and
inclusion of non-phrasal information. Unfortunately, the
four additional corpora (SM, DM, PP, and Geo) do not
have previously established reference lists. Therefore, no
cutoff numerical comparison with a gold standard was
possible to these corpora. However, they were needed as
contrastive corpora to compute the relevance index for
the pediatrics corpus extracted terms (see the “The rel-
evance index” section). Additionally, we also apply the
traditional approaches and our proposed policy over the
terms extracted from these contrastive corpora in order to
observe the sheer impact on the term list size.

The reader interested in further information about
these corpora construction and its characteristics can
find detailed information in a previous publication [26].
As for the corpora data itself, the reader may freely
download all these corpora from the PUCRS Natural
Language Processing group at http://www.inf.pucrs.br/

Table 1 Corpora characteristics

Corpus Texts Sentences Words Terms
Ped 281 27,724 835412 180,120
SM 88 44,222 1,173,401 252,168
DM 53 42,932 1,127,816 244,439
PP 62 40,928 1,086,771 241,145
Geo 234 69,461 2,010,527 436,401
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peg/lucelenelopes/ll_crp.html; therefore, all experiments
conducted here could be replicated or compared with
other approaches.

The extraction tool

All experiments with cutoff points conducted in this paper
were based on the list of extracted terms from the five
aforementioned corpora. Each of these corpora were sub-
mitted to the Ex ATOy, software tool [6], a term extractor
based on linguistic knowledge [20].

The full extraction procedure includes a previous anno-
tation of part-of-speech (POS) and grammatical infor-
mation performed by the PALAVRAS parser [27]. The
annotated texts are submitted to Ex ATOy, extraction soft-
ware tool that basically identifies all noun phrases and
submits these noun phrases to a set of linguistic heuristics
to either avoid unappropriated terms [28].

As result, a rather large set of terms is extracted from
each corpora. Figure 1 depicts how many terms classified
according to their number of words (unigrams, bigrams,
etc. —the terms indicated as M-grams have 10 or more
words) were extracted from each corpora. In this picture,
we present the number of noun phrases identified origi-
nally by PALAVRAS (left hand side bars—indicated with
an asterisk) and the number of actually extracted terms
after applying Ex ATOy, heuristics (right hand side bars).

The use of Ex ATOy, heuristics provides a considerable
re-arrangement of extracted terms, including a large num-
ber of unigrams and a significant reduction of terms with
more than one word (bigrams, trigrams, and so on). As
the reader may verify in a specific publication about the
employed extraction [28], such re-arrangement is highly
beneficial to quality of the extracted terms.

Table 2 presents numerically the number of extracted
terms produced by Ex ATOy, for each corpora. Note that
this number of terms reflects the number of terms after
applying all ExATOy, linguistic heuristics, i.e., it corre-
sponds to the number depicted in the right hand side
columns of Fig. 1.

While the total number of extracted terms represented
in Table 2 stands for every term extracted from the cor-
pora, a more important number of terms is expressed in
Table 3. In this table, the number of terms express how
many distinct terms were extracted. As expected, there are
much more repetition in the smaller n-grams.

The relevance index

Among the myriad of options to use as relevance
index, the experiments conducted in this paper consider
the term frequency, disjoint corpora frequency (¢f-dcf)
index [23] as estimation of each term relevance. This index
is based on the use of contrasting corpora, i.e., it consid-
ers that each term relevance is directly proportional to the
number of occurrences of the term in the target corpus
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and inversely proportional to the number of occurrences
in other corpora.

Numerically, the ¢f-dcf index of a term ¢ belonging to
a corpus ¢, considering a set of contrasting corpora G is
expressed as:

I:Lft(c)

I 1+log(1+tf;g))

Vgeg

tf-defi = (1)

where tft(c) express the absolute frequency, i.e., the num-
ber of occurrences, of term £ in corpus c.

The main characteristic of the tf-dcf index is to express
the relevance of a term as its absolute frequency in the

Table 2 Total number of extracted terms

corpus, if this term does not appear in the contrasting
corpora. The terms of the target corpus that also appears
in the contrasting corpora are penalized geometrically
according to its absolute frequency in each contrasting
corpora. Consequently, a term that appears in many con-
trasting corpora tends to suffer a great penalization.

In fact, compared to other relevance indices [9-11],
tf-dcf is often more effective because it penalizes terms
according not only to the number of occurrences in con-
trasting corpora but also to the number of contrasting
corpora in which it appears.

Nevertheless, the tf-dcf index mathematical structure
keeps a semantic associated to the absolute frequency,
since the numeric value of #f-dcf of a given term is

Table 3 Number of distinct extracted terms

Corpus Ped SM DM PP Geo Corpus Ped SM DM PP Geo
Unigrams 71,327 100,425 91,370 93,433 151,755 Unigrams 5949 4323 4199 4361 7679
Bigrams 33,340 37,608 35,727 35,233 78,490 Bigrams 15,485 14,107 14,804 14,301 30,775
Trigrams 27,587 43,905 45,450 43,303 71,377 Trigrams 18,172 18,875 19,976 19,976 37,210
4-grams 15,555 19,905 19,212 19,354 39,625 4-grams 13,104 14,506 14,024 14,997 30,295
5-grams 10,067 16,388 17,199 15,897 28,785 5-grams 9223 12,239 12,349 12,809 23,621
6-grams 6973 9893 9683 9612 19,877 6-grams 6676 8410 8236 8484 17,190
7-grams 4659 7159 7440 6901 13,597 7-grams 4516 6187 6348 6305 12,045
8-grams 3186 4700 5013 4756 9493 8-grams 3095 4210 4450 4404 8523
9-grams 2218 3402 3628 3424 6547 9-grams 2161 3061 3232 3216 5905
M-grams 5208 8783 9717 9232 16,855 M-grams 5078 8077 8906 8726 15,383
Total 180,120 252,168 244,439 241,145 436,401 Total 83,459 85,926 96,524 97,579 176,581
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bounded by its absolute frequency. As a consequence, the
numeric value of the #f-dcf remains quite intuitive.

Information retrieval metrics
All comparisons of term lists made in this paper com-
pute three information theory metrics that are frequently
employed in a myriad of scientific works dealing with
information retrieval. The metrics are precision (P), recall
(R), and F-measure (F) [24].

These metrics consider the existence of two sets of dif-
ferent origin, e.g., two term lists. One of these sets is
considered reliable, e.g., a reference list, denoted R L. The
other set is the one to be compared to the reliable one, e.g.,
a extracted term list, denoted £L.

The precision of the set £L£ with respect to the refer-
ence set RL is expressed by the ratio between the number
of identified terms that are also present in the reference
list, i.e., the cardinality of the intersection between £ £ and
RL and the number of identified terms, i.e., the cardinal-
ity of £L. Identified terms, in this context, mean terms
that were extracted from the corpus and considered rel-
evant to the target domain. Tuus, precision expresses the
percentage of terms correctly considered as relevant to the
domain, i.e., the percentage of true positives with respect
to the all positive terms. Numerically:

_|RLNEL|
€L

Recall index expresses the ratio between the number
of identified terms that are also present in the reference
list and the number of terms in the reference list, i.e., the
cardinality of RL. In such way, recall expresses the per-
centage of reference list terms that were identified, i.e., the
percentage of true positives with respect to all true terms.
Numerically:

_|RLNEL|
- IRL]

As mentioned, considering as relevant very few
extracted terms tends to improve the precision at the
expense of recall reduction. On the contrary, consider-
ing as relevant a large number of extracted terms tends
to increase the recall and reduce the precision. Conse-
quently, it is necessary to find a way to evaluate the bal-
ance between precision and recall. F-measure numerically
express such balance as the harmonic average between
precision and recall, i.e., F-measure value is always a value
between P and R, and as the difference between P and R
grows, the value of F tends to be closer to the smaller one.

_2><P><R
- P4+R

The use of those metrics is largely spread in several
domains [29-31]. The Natural Language Processing area

()

3)

(4)
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and, specially in term extraction, many works numerically
support their contribution using such metrics [7, 32—35].

Absolute approach

The simplest and more popular way to apply cutoff points
is to choose an arbitrary number of terms to consider
as relevant. This approach is called absolute cutoff point,
and its difficulty resides in estimating how many terms
should be considered, since there is not a reasonable way
to estimate which number will be adequate.

Despite all that, several works in the literature use
this approach and arbitrarily choosing cutoff points with
empirical basis [12-16, 18-22]. It is worth noting that
often this approach is accompanied by the manipulation
of terms in separated lists according to the number of
words, i.e., lists of unigrams, lists of bigrams, and so on.

Such kind of manipulation seems to make sense since
the relevance indices tend to behave quite differently
according to the number of words in each term. For
instance, the absolute frequency of unigrams tends to
be much higher than the absolute frequency of bigrams.
In consequence, a bigram that appears, for example, 20
times, tends to be much more relevant than a unigram
that also appears 20 times. For instance, considering the
Geology corpus previously mentioned, the more frequent
unigram was bacia (“basin” in English) with 2390 occur-
rences, while the more frequent bigram was matéria
orgdnica (“organic matter” in English) with only 430
occurrences.

Experiments with absolute cutoff points to terms extracted
from pediatrics corpus

By applying the absolute cutoff points method to the
bigrams and trigrams of the previously mentioned pedi-
atrics corpus, we obtain precision, recall, and F-measure
as shown in Fig. 2 for the considered reference lists men-
tioned in the “The corpora and reference lists” section
(corresponding numeric values are given in Table 4). For
these experiments, we arbitrarily choose absolute cutoff
points from 100 to 3500 terms with an increment of 100.

The first observation from Fig. 2 is the fact that the pre-
cision and recall curves do cross as expected, since the
precision drops and recall increases as the absolute cutoff
point increases, i.e., the considered extracted terms lists
becomes less restrictive. Such crossing occurs nearly at
1500 bigrams and 2700 trigrams, which is not a surprise
since the reference lists have, respectively, 1534 bigrams
and 2660 trigrams. Obviously, lists with less terms than
the reference list will never reach a 100 % recall.

The numeric values presented in Fig. 2 indicate that
the best balanced choice was found for 2000 bigrams,
with 81 %, and 3300 trigrams, with 84 %. It is interest-
ing to notice that the best F-measure value are not found
when the precision and recall curves cross (1500 bigrams
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Fig. 2 Precision (P), recall (R), and F-measure (F) using absolute cutoff points

and 2700 trigrams). The optimal values of F-measure are Additionally, as mentioned before, the number of occur-
found in the situation where the precision and recall val-  rences also varies considerably according to the number
ues present an inflection point. This is particularly clear  of words. Consequently, a same threshold for unigrams
observing Fig. 2 bigrams curve for recall and its flexion and for bigrams may represent very different levels of
point at 2000. restriction.

It is observable that as the list sizes grow, the precision Some authors [15] claim that cutoff points by threshold
values drop slower than the recall values increase. In fact,  values of absolute frequency have a direct relation with the
the optimal F-measure values seem to be associated to the  corpus size (number of words). Such intuitive assumption
near stagnation of the recall values. For bigrams, it occurs  may be useful for many practical cases, but it is a known
with a list of 2000 terms, when the recall is around 93 %.  fact that the number of occurrences of terms in a corpus
This is a curious behavior, since it means that nearly 500  decreases exponentially [36].
bigrams more than the reference list must be considered. The exact format of exponential decrease may vary
This represents that approximately 25 % of the consid- according to the extraction method. For instance, terms
ered bigrams are invalid (out of reference list). Hence, the  extracted according to a pure statistical method tend to
precision value stays around 72 %. follow a Zipf law. According to Zipf law formulation, the

For trigrams, an analogous behavior is observed, since  frequency of a word in a corpus is inversely proportional
approximately 600 additional trigrams must be considered ~ to its rank. Therefore, the second more frequent word
(3300 trigrams for 2660 in the reference list) in order to  tends to appear the half of times than the more frequent
deliver the higher F-measure value. However, both pre-  one, and the third more frequent word tends to occur one
cision and recall values are slightly higher (76 and 94 %) third of times as the more frequent one [37].

than for bigrams; thus, the F-measure is a little higher for However, linguistic-based extraction process tend to
trigrams. behave differently. For instance, the four more frequent

unigrams in the pediatrics corpus are crian¢a (“child”)
Threshold-based approach with 2055 occurrences, estudo (“study”) with 1529 occur-

Another popular approach to establish cutoff points is to  rences, paciente (“patient”) with 1505 occurrences, and

choose a threshold for the relevance index. Once again, it  doenga (“disease”) with 784 occurrences.

is an arbitrary choice of which index value is considered Therefore, it is impractical to consider a generic for-

high enough to represent a valid term. mula to estimate a reasonable threshold considering solely
A reasonable number of works in the area adopt the the corpus size. Because of that, our experiments were

threshold method using the simplest relevance index, the = conducted considering some arbitrary values of threshold.

absolute frequency. This is the case of the Bourigault and

Lame work [13] that assumes that terms occurring at  Experimenting threshold-based cutoff points to terms

least 10 times in the corpus are relevant enough. Obvi-  extracted from pediatrics corpus

ously, such choice is greatly dependent on the size of To conduct the experiments using the threshold-based

corpus since occurring nine times maybe not relevant to  cutoff points over a list os ranked terms, it is neces-

Borrigault and Lame experiment, but it is quite significa-  sary to choose threshold values in accordance with the

tive for a small corpus 100,000 words. relevance index. It is important to recall that the ¢f-dcf
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Table 4 Precision (P), recall (R), F-measure (F), and list sizes using
absolute cutoff points

Absolute Bigrams Trigrams
cutoff

points P%) R(%) FO) | ELNRL|P %) R F©)|ELNRL |
100 9 6 12 99 93 3 7 93
200 98 13 22 195 94 7 13 187
300 9% 19 31 288 94 11 19 281
400 95 25 39 380 92 14 24 366
500 94 31 46 469 92 17 29 459
600 92 36 52 550 91 21 33 546
700 91 41 57 636 9 24 38 631
800 89 46 61 710 90 27 42 719
900 88 51 65 789 89 30 45 797
1000 86 56 67 855 88 33 48 879
1100 84 61 71 929 87 36 51 960
1200 8 65 73 1001 87 39 54 1045
1300 83 70 76 1074 87 42 57 1128
1400 81 74 77 1129 87 46 60 1217
1500 79 77 78 1179 85 48 61 1277
1600 77 80 79 1234 84 51 63 1350
1700 76 84 79 1285 83 53 65 1416
1800 74 87 80 1331 82 56 66 1483
1900 73 90 81 1388 81 58 68 1548
2000 72 93 81 1432 81 61 69 1614
2100 68 94 79 1437 80 63 70 1674
2200 66 94 77 1441 79 65 72 1742
2300 63 94 75 1442 79 68 73 1806
2400 60 94 73 1442 78 70 74 1875
2500 58 9% 72 1447 78 73 75 1938
2600 56 94 70 1449 77 75 76 2003
2700 54 95 69 1451 77 78 78 2080
2800 52 95 67 1453 77 81 79 2154
2900 50 95 66 1453 77 84 80 2222
3000 48 95 64 1453 77 86 8] 2298
3100 47 95 63 1457 76 89 82 2370
3200 46 95 62 1460 77 92 84 2449
3300 44 95 60 1462 76 94 84 2514
3400 43 95 59 1464 74 94 83 2514
3500 42 9% 58 1467 7295 82 2515

Best F-measure values are indicated in italics
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index has a similar semantic to the absolute frequency;
therefore, we can choose threshold values having in mind
the same semantics, i.e., for threshold purposes, the
tf-dcf index can be understood as the plain number of
occurrences.

Figure 3 shows precision, recall, and F-measure for dif-
ferent threshold values from 0 to 15 for bigrams and
trigrams of the pediatrics corpus (numeric values given
in Table 5). In these experiments, threshold 0 means to
consider all extracted terms, i.e., do not discard extracted
terms. As the threshold value increases, the list becomes
more restrictive.

Analogously to the analysis of the results for absolute
cutoff points, Fig. 3 starts showing that once again, the
precision and recall curves cross each other. However,
the threshold values seem insufficient in terms of granu-
larity to locate the inflection points as were observed in
Fig. 2.

The optimal F-measure values were found for thresh-
old 3 (bigrams) and for threshold 2 (trigrams) with
values as good as the best absolute cutoff points (2000
bigrams and 3300 trigrams). The adjacent threshold val-
ues show significant drops in the F-measure value, illus-
trating the poor granularity of the threshold-based cutoff
points.

In such way, the use of a threshold-based cutoff point
alone seems to be too gross to find a balance between
precision and recall. Even though, the definition of an
arbitrary threshold is often found in many term extraction
works [13, 15].

Relative approach

A rarely found alternative [17] to the absolute and thresh-
old approaches is the use of relative cutoff points. In
this approach, the number of terms to be considered is a
fixed proportion of the extracted terms. As in the other
approaches, it is still necessary to arbitrarily choose the
percentage of terms to consider, but the biggest advan-
tage of the relative cutoff approach is to offer an option
that is independent of the extraction process or corpora
size, even thought it is still dependent on the size of the
extracted term list.

Specifically, this approach consists in the selection of
a percentage of the top ranked extracted terms. Conse-
quently, this approach only needs to choose a numeric
value between 0 and 100 %, being those close to 0 % very
restrictive cutoff points (delivering high precision) and
those close to 100 % (delivering high recall).

Experimenting relative cutoff points to terms extracted
from pediatrics corpus

As for the other traditional approaches, we conduct our
experiments adopting different relative values for cutoff
points. Specifically, we investigate the metrics for cutoff



Lopes and Vieira Journal of the Brazilian Computer Society KXXXXXXXXXX Page 8 of 13
IZZZ: : R B : IZEZ: : e B e B g g e :
80% 1 80% |- J
70% | P ol 1 70% J
60% | R oo 1 60% | J
50% | ® F o o 4 50% | i
40% | '. 1 0% | i
30% | "x e . 30% |- A
20% K, 4 209 | ]
10% |- 1 10% | J

0% | ] 0% - Rougg

01 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Threshold Cut-Off Points (bigrams)

01 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Threshold Cut-Off Points (trigrams)

Fig. 3 Precision (P), recall (R), and F-measure (F) using threshold-based cutoff points

points considering from 1 % up to 30 % of bigrams and
trigrams extracted from the pediatrics corpus.

Figure 4 depicts the precision, recall, and F-measure
values obtained for these relative cutoff points (numeric
values at Table 6). The first observation from the metrics
in Fig. 4 is that the granularity of results is, like for the

absolute cutoff point results, good enough to observe the
inflections of precision and recall curves.

The more balanced values were obtained for 13 % of the
bigrams and 18 % of the trigrams. In fact, we notice that
for relative cutoff points from 8 to 15 % (for bigrams) and
from 14 to 22 % (for trigrams), a F-measure value of at

Table 5 Precision (P), recall (R), F-measure (F), and list sizes using threshold-based cutoff points

Threshold Bigrams Trigrams

cutof PO RGO FOH  |EC|  |ELARLI PO R F%)  |EL|  |ELARL]
points

0 10 100 18 15487 1534 15 100 26 18,174 2660
1 11 % 20 13,589 1502 15 97 26 17,227 2577
2 39 % 56 3608 1470 77 93 84 3245 2483
3 72 % 81 1959 1416 87 46 60 1395 1213
4 83 69 75 1277 1061 % 28 Iy 820 737
5 88 52 65 909 798 91 18 31 536 490
6 91 42 57 704 639 % 13 2 365 335
7 o4 33 49 541 506 o4 10 17 273 256
8 %4 27 4 439 414 %4 7 14 209 196
9 % 23 37 364 347 %4 6 11 159 150
10 % 20 33 313 301 93 5 9 131 122
11 97 17 28 263 254 93 4 8 113 105
12 o7 14 2 220 213 %3 3 6 86 80
13 97 12 21 188 183 % 3 5 73 69
14 % 11 19 167 163 % 2 4 62 59
15 % 9 17 143 142 % 2 4 52 50

Best F-measure values are indicated in italics
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least 75 % is achieved. Thus, it is possible to consider that a
relative cutoff point around 14 and 15 % was a good trade-
off for bigrams and trigrams.

Evidently, these results may not generalize to other
extracted term lists, or even other reference lists. Nev-
ertheless, we see no reason to consider that these
precision-recall balanced region would not appear in
other experiments. It is important to notice that unlike
the other traditional approaches, relative cutoff points
seem to deliver a larger reasonable balanced region. For
instance, absolute and threshold-based cutoff points do
not have cutoff values where both bigrams and trigrams
have F-measure above 75. Observing Table 4, bigrams
cutoff points deliver F-measure above 75 % for abso-
lute values between 1300 and 2300, while trigrams F-
measure above 75 % is found for values from 2500 through
3500. Observing Table 5, bigrams cutoff points deliver F-
measure above 75 % for values 3 and 4, while for trigrams
only threshold 2 delivers F-measure above 75 %.

Pushing the analysis a little bit further than just the
numerical analysis of the metrics over bigrams and tri-
grams in comparison to the reference list, we observe
that larger terms, i.e., terms with four or more words are
likely to have low values of the relevance index. Specifi-
cally, we observe that even the 15 % top ranked 4-grams
contain terms that were found one single time in the cor-
pus. Such rare terms are even more likely to be found
in the top ranked positions for lists as the number of
words of the terms increase. For instance, among the 1567
extracted 8-grams, only 38 terms were found more than
once in the corpus, and for the 1093 extracted 9-grams,
the number of terms found at least twice in the corpus was
only 30.

Consequently, it seems that even relative cutoff points
cannot be considered alone as an effective way to estimate
a precision-recall balanced point for all extracted term
lists, despite the finding of reasonable values of F-measure

(above 75 %) for values of 14 and 15 % in bigrams and
trigrams lists.

Ultimately, these experiments were our motivation to
look for an alternative way to estimate cutoff points with-
out being limited to the traditional approaches of absolute,
threshold-based, and relative values. Hence, we suggest
the adoption of a policy to choose a cutoff point for
virtually any extracted term list.

Methods

The results for the traditional approaches presented in
the previous section have shown some cutoff point values
delivering balanced percentages of precision and recall,
i.e., higher F-measures values. However, the goal of this
paper is more than finding out good parameters for the
bigrams and trigrams of the pediatrics corpus. Our goal is
to propose a policy that has potential to be applied to any
extracted term lists delivering satisfactory results.

Finding a single policy, regardless of the approach, does
not seem possible since even for the two lists submit-
ted to numerical experiments, it was difficult to define
one single situation delivering optimal F-measure val-
ues to bigrams and trigrams. Therefore, we propose a
hybrid method to estimate a reasonable cutoff point, and
considering the experiments conducted in this paper, we
will assume that an F-measure above or equal to 75 %
is sufficiently balanced. Specifically, we propose a policy
combining threshold-based and relative approaches.

It is important to clarify that the use of absolute cut-
off points is not feasible, since in a generalization context,
it is not possible to suggest any arbitrary fixed number
of terms to consider. The approaches based on relative
and threshold cutoff points are naturally flexible to the
problem, since the size of the extracted list is sufficiently
dependent on the corpus size.

Following the same reasoning, it is not enough to
consider a same threshold to all extracted term lists;
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Table 6 Precision (P), Recall (R), F-measure (F) and List Sizes using relative cutoff points

Relative Bigrams Trigrams

cutoff PO RO F) |EC | |ECLNARL | PO RO FO) |eC| |ECLNRL |
points (%)

i 97 10 18 155 151 93 6 12 182 170
2 % 19 3 310 298 9 13 2 363 335
3 95 29 44 465 440 o1 19 31 545 498
4 9 37 53 619 568 90 25 39 727 657
5 90 45 60 774 693 88 30 45 909 803
6 87 53 66 929 812 88 36 51 1090 954
7 85 60 70 1084 917 87 4 56 1272 1105
8 83 67 75 1239 1033 86 47 61 1454 1247
9 81 73 77 1394 1125 84 5 64 1636 1375
10 78 79 78 1549 1208 82 56 67 1817 1495
" 76 84 80 1704 1288 81 61 69 1999 1613
12 73 89 80 1858 1364 79 65 71 2181 1728
13 71 93 81 2013 1432 78 70 74 2363 1851
14 66 9% 78 2168 1441 77 74 75 2544 1964
5 62 9% 75 2323 1442 77 79 78 2726 2101
16 58 9% 7 2478 1445 77 84 80 2908 2228
17 55 95 70 2633 1450 76 89 82 3090 2363
18 52 95 67 2788 1453 76 9% 84 3271 2501
19 49 95 65 2043 1453 73 95 82 3453 2515
20 47 95 63 3097 1457 69 95 80 3635 2515
21 45 95 61 3252 1461 66 95 78 3817 2518
2 e % 59 3407 1465 63 95 76 3998 2520
23 41 % 58 3562 1468 60 95 74 4180 2523
24 40 % 56 3717 1476 58 95 72 4362 2524
25 39 98 55 3872 149 56 95 70 4544 2528
26 37 98 54 4027 149 54 95 69 4725 2532
27 36 98 52 4181 1498 5 95 67 4907 2532
28 35 98 51 4336 1498 50 95 65 5089 2534
29 33 98 50 4491 1498 48 95 64 5270 2535
30 32 98 48 4646 1498 46 95 62 5452 2535

Best F-measure values are indicated in italics

however, it seems reasonable to adopt a small thresh-
old to avoid considering terms that would drop signif-
icantly the precision values. Therefore, we propose to
adopt as the basic step of the proposed policy to con-
sider only terms that have a tf-dcf value equal or superior
to 2.

This choice of a threshold 2 for ¢f-dcf is conservative,
since for bigrams of the pediatrics corpus, a threshold
3 would be a better choice. It is worthy to remember
that for the trigrams of pediatrics corpus, the choice of
threshold 3 would discard an important number of valid
trigrams.
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A more reliable part of the proposed policy is the adop-
tion of a relative cutoff point of 15 % of the extracted
terms. As seen before, a 15 % relative cutoff point would
be a good trade-off for bigrams and trigrams of the pedi-
atrics corpus. It is important to remind that the purpose of
our proposed policy is to offer a practical way to estimate a
good cutoff point to a given extracted term list. Such esti-
mation was not possible using only traditional approaches
as absolute or threshold-based approaches.

Even for relative cutoff points, where the experiments
with values 14 and 15 % delivered reasonably high F-
measure values (above 75 %) for bigrams and trigrams,
we had observe that terms with more words (4-grams and
up), therefore likely to be less relevant, were encountered
in the top ranked 15 % extracted terms. Consequently, we
suggest the policy considering, initially, the use of a 15 %
relative cutoff point, followed by a restriction accepting
only terms with a relevance index above or equal to 2, i.e.,
a composition with a threshold-based cutoff point.

Summarizing our cutoff policy, we propose to:

e consider the extracted terms as a set of lists with
terms with the same number of words, duly ranked
by tf-dcf relevance index;

e discard 85 % of the extracted terms of each list,
keeping the top 15 % terms with the higher tf-dcf
values;

e discard among the remaining 15 % of each list, the
terms with a tf-dcf value inferior to 2.

Results and discussion

Applying this policy to the extracted terms of the five cor-
pora described in the “The corpora and reference lists”
section, we obtain the number of terms presented in
Table 7. In order to have a graphic impression of the
proposed cutoff point application over the five corpora,
Fig. 5 depicts the reduction in terms of the number of

Table 7 Number of identified relevant terms

Corpus Ped SM DM PP Geo
Unigrams 892 648 630 654 1152
Bigrams 2323 2116 2221 2145 4616
Trigrams 2726 2831 2871 2996 5582
4-grams 1192 2176 2104 2072 4544
5-grams 560 1836 1852 1602 3281
6-grams 221 1000 949 739 1990
7-grams 124 690 728 458 1267
8-grams 70 407 450 295 855
9-grams 52 281 309 188 562
M-grams 113 599 705 442 1326
Total 8273 12,584 12,819 11,591 25175
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remaining terms. The left hand side bars depict the num-
ber of terms as outputted by the extraction (Table 3), while
right hand side bars (identified with an asterisk) depict the
number of terms considered as relevant to each domain
(Table 7).

As mentioned before, due to a lack of reference lists,
we can only observe the reduction of the sheer number
of remaining terms for all the extracted lists. It is also
noticeable that lists of large terms were subject to reduc-
tions below 15 %, since such lists have a large number of
terms found only once in their corpora. Nevertheless, for
the bigrams and trigrams of the pediatrics corpus, it is
possible to compare the remaining terms with the refer-
ence lists. Such comparison delivers the following values
of precision, recall, and F-measure:

P=62% R=94% F=75% for bigrams
P=77% R=79% F =78% for trigrams

Conclusions

The main purpose of this paper was to propose a policy
to estimate a reasonably balanced cutoff point that may be
applicable to virtually any list of extracted terms. The first
difficulty in such kind of work was to find closely similar
work, since much of the available literature dealing with
the choice of cutoff points do not focus on alternatives
to estimate a fairly balanced cutoff point. In fact, at the
authors’ best knowledge, most of authors limit themselves
to briefly justify the adoption of a specific value for a tra-
ditional cutoff approach. Therefore, we believe that our
work is an original contribution by focusing on the alter-
natives to estimate cutoff points and proposing a policy to
be employed by practitioners and researchers that have to
face the choice of a cutoff point.

In this paper, several experiments with cutoff points
were conducted. For all these experiments, we started
with a qualified list of extracted terms, duly ranked with
an effective relevance index. Unfortunately, among all cor-
pora employed, only the pediatrics corpus had a reliable
and independently developed reference list to be used to
the numerical analysis.

In such context, we were able to propose a hybrid
method to identify the relevant terms to domain. The
results were informally analyzed, and it seems that the
considered extracted terms are rather relevant and spe-
cific to each domain. However, a formal analysis of these
lists is an interesting future work. Such work was not yet
carried out, due to the lack of domain specialists. Never-
theless, the practical application of the proposed policy to
reduce the extracted terms was empirically approved by
reducing with quality the term extracted in applied lin-
guistic projects conducted by TEXTCC research group
leaded by Maria José Finatto at the Federal University of
Rio Grande do Sul (UFRGS).
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Another interesting future work to consider is to look
for more sophisticated analysis of the terms, adopting,
besides the tf-dcf index, other indications of term rele-
vance. We could gather term information regarding its
grammatical role, for instance, terms that are subject of
sentence may be more inclined to be relevant. Such kind of
initiative would correspond to a multi-valued analysis that
can be carried out even using machine learning tools [38].
Among such theoretical tools, it is natural to employ clas-
sification methods [39-41] to improve the quality of the
relevant term selection.

Despite of such ambitious future work, the current
state of the policy proposed in this paper is already
being employed in several research initiatives for Brazilian
Portuguese. However, new controlled experiments would
improve the confidence in our policy. Other suggestions
of future work include the use of other extraction tools,
e.g., [5, 13, 20], or even other relevance indices, e.g.,
[10, 11, 42]. The main obstacle to these works is the
availability of corpora accompanied with reference lists.

It is also important to mention that the experience with
a larger set of corpora and reference lists may lead to a
revision of the proposed policy. After all, the choice of
a good cutoff point is dependent of many factors, as the
quality of the extraction procedure, and the quality of
relevance ranking of terms. Consequently, the results pre-
sented in our paper may not generalize to other extraction
efforts, including similar extraction procedures applied to
other languages.

At the authors’ best knowledge, there are very few simi-
lar works to evaluate the options of cutoff points in general

and none for term extraction from Portuguese corpora.
Therefore, this paper offers some help to researchers
and practitioners to define cutoff points to their own
experiments.
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