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Abstract Considering learning and how to improve
students’ performances, adaptive educational systems must
know the way in which an individual student learns best.
In this context, this work presents a comparison between
two innovative approaches to automatically detect and pre-
cisely adjust students’ learning styles during an adaptive
course. These approaches take into account the nondeter-
ministic and nonstationary aspects of learning styles. They
are based upon two stochastic techniques: Markov chains
and genetic algorithms. We found that the genetic algorithm
(GA) based approach detects learning styles earlier and con-
sequently provides personalized content earlier, making the
learning process easier. The Markov based approach pro-
duces more fine-tuned results, taking into account strengths
of learning styles.
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1 Introduction

Research reveals that students’ performances are improved if
the learning environment gives support to their specific learn-
ing styles (LS). On the other hand, learners whose LS are
not supported by the learning environment, may have more
difficulties during the learning process [1,28,31,32,38].
LS and their effects on learning processes are carefully
exposed by Coffield [13]. Their related instructional strate-
gies have been massively studied in the new learning space
introduced by the Internet, where many researchers point out
that linking LS to appropriate learning resources is an impor-
tant stimulus for learning processes. According to [3], the
only way to improve performance is to improve education. If
the system supports and facilitates high quality of teaching,
good results are achieved.

In order to provide adaptivity, students’ characteristics
have to be known first. However, the traditional approaches
for detection of LS in adaptive educational systems (AES)
are inefficient. Graf et al. [29] comments on the loss of
precision in self-assessment questionnaires, like Index of
Learning Styles Questionnaire (ILS) [53], due to the neces-
sity of students’ metacognitive knowledge [20]. Furthermore,
self-assessment questionnaires take a long time and demand
patience to be answered by students. According to [55], this
method has shown to be time-consuming and unreliable. In
this way, many approaches to assessing students’ LS have
been proposed. However, in general, they present problems
which make them either inefficient or difficult to be imple-
mented, implanted and used, as shown in Sect. 2.

It is well-known that this topic is definitely relevant in the
area of AES, since learning styles are of fundamental impor-
tance for learning effectiveness. In this context, this paper
presents an experimental study on two alternative approaches
to assessing students’ LS. These approaches are based on
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two well-known stochastic techniques, Markov chains and
genetic algorithms, and they aim to automatically detect LS,
taking into account that, as pointed out by Felder [19], LS
can be changed over time in an unexpected and unpredictable
way, and even learners with strong preferences for a specific
LS can act, sometimes, in a different way.

An advantage of our approach is to constantly revise, cor-
rect and adjust the initial information about students’ LS, by
observing their performance, while they interact with learn-
ing resources that fit to a specific LS combination (LSC),
selected by a stochastic process, as shown in Sect. 6. As
a result, our approaches gradually and constantly update
the student model (SM) [54], which effectively converges
towards students’ real LS, as shown in Sect. 7, which presents
a qualitative comparison between the Markov chains based
approach and the genetic algorithms based approach. Finally,
Sect. 8 presents conclusions and future work.

2 Related works

A diversity of approaches for automatic detection of LS has
been proposed, as can be seen in [11,27,30]. In general, these
approaches use deterministic inference systems for detect-
ing students’ behavioural patterns. These systems infer the
LS based on students’ actions. One of the problems with
these systems is the uncertainty, difficulty and complexity of
developing and implementing rules that are able to infer LS
effectively through students’ actions and to treat students’
behaviour as evidences and not as possibilities. Besides, in
some systems like AHA! [14], these rules must be defined
by the tutor, making the system more difficult to be used.

In the approach proposed by Limongelli et al. [41], the
SM is initialized through the Index of Learning Styles (ILS)
Questionnaire, and the system updates the students’ LS
according to the LS associated to a node, considering the
time spent for the node and the score obtained with the post-
test. Advantages of our approach are that the use of self-
assessment questionnaires is not compulsory (as shown in
Sect. 7), and the process of updating students’ LS is not deter-
ministic but stochastic, considering that not only LS but also
many factors exert some influence on students’ performance,
as stated by [1,28,31,32,38,44].

More complex approaches can be seen in [8–10,22,37,
55–57]. These approaches use learning machine techniques,
such as Bayesian and neural networks. Some of the problems
with these approaches are both high complexity and compu-
tational cost, which are thought to be serious concerns when
considering a high number of students using the AES simul-
taneously. Besides, in general, these approaches are highly
coupled, either to the system or to the whole teaching process,
making them harder to be reused in other systems. In some

of these approaches, once acquired, the students’ LS remain
the same throughout the entire learning process [11].

Another well-known problem with these approaches is the
complication generated by concept drift and concept shift
[11]. It is well-explained by Castillo et al. [11] that, as a
rule, supervised learning assumes the stability of the target
concept. Therefore, in many real world problems, when data
is collected over an extended period of time, the learning task
can be complicated by changes in the target concept.

Yannibelli et al. [55] present a genetic algorithm approach
for automatically identifying and tracking students’ LS over
time, based on the actions they take during a course. The aim
of the algorithm is to detect the combinations of actions that
the student usually performs to learn. A student-preferred
combination of actions is then mapped to LS preferences.
A problem with this approach, as stated before in this section,
is the difficulty of mapping actions to LS, treating students’
behaviour as evidences and not as possibilities. One advan-
tage of our approach is to directly detect students’ LS based
on their performance, as depicted later in this paper.

According to [23], the quality of an AES critically depends
on the quality of its student modeling. The system might
implement a precise adaptation strategy and provide students
with personalized learning content, but if its estimations of
students’ knowledge and preferences are inconsistent, the
adaptive interventions it produces are unlikely to be effective.
In this case, the concept of consistency indicates whether the
SM describes correctly the student’s characteristics.

In this scenario, adaptive decision models, which are able
to better adapt to students’ LS, are desirable. In this context,
we believe that our approach brings advantages due to the
following specific features:

– it considers that not only LS but also many factors
exert some influence on students’ performance, mak-
ing it harder to infer students’ LS based only on fixed
behavioural pattern rules, because students’ behaviour
and performance may be influenced by other factors
besides LS. Some of these factors are pointed out by
[1,28,31,32,38,44];

– it considers that the influence exerted by each LS on stu-
dents’ behavior is unknown [4];

– it considers that LS can change over time in an unpre-
dictable way. These changes may be associated with other
factors, such as knowledge domain, as analyzed by Jones
et al. [35];

– it considers that it is impossible to know the precision of
the results obtained from self-assessment questionnaires
(which may have inconsistencies) [11,49,50];

– it eliminates the necessity to discover students’ behav-
ioural patterns, considering that it is hard or impossible
to obtain such patterns, considering that students with
the same learning styles preferences may, sometimes, act
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differently, taking into account the concept of tendencies,
which means that even a learner with, e.g., a strong active
LS can act sometimes in a reflective way [25];

– it is uncoupled from any learning management system
(LMS), being independent from any specific students’
actions in a specific system, as it always occurs in tradi-
tional approaches [22,30];

– it takes into account the dynamic nature of LS, which
may change when the knowledge domain changes [37]
or naturally evolve over time [44];

– it eliminates the necessity of using complex machine
learning techniques, which are difficult to implement and
may bring problems such as the complications related to
concept drift and concept shift, as exposed by Castilho
et al. [11];

– it eliminates the necessity of using drift-detection meth-
ods and dealing with concept drift and concept shift,
which are automatically handled by the approach
described in this paper.

According to [54], building a student model involves
defining crucial matters, such as the level of specialization
of the students that are at their knowledge and capabilities
and also the way of giving assistance, providing feedback
and interpreting the behavior of the learner. In this work,
we focus on modeling students’ learning capabilities, known
as LS.

Our approach is based on the Felder and Silverman learn-
ing styles model (FS). The next section presents important
aspects of FS to our work.

3 Learning styles

According to [3], the term learning style may include more
than 70 different models with conflicting assumptions about
learning, and with different designs and starting Points. In
this work, we consider the Felder and Silverman’s defini-
tion, where LS are defined as the characteristics, strengths
and preferences in the way people receive and process infor-
mation [19]. It refers to the fact that each student has their
own particular method or set of strategies when learning.

Theories of LS simply assume that everyone can learn,
but in different ways and levels [3]. There are many different
theories and models of learning styles with varying dimen-
sions and variables. They focus on different aspects, cogni-
tive processes, skills, sensory modalities, learning processes,
thinking styles, etc. Well-known theories and models of LS
have been proposed by Kolb [39]; Honey and Mumford [33];
Entwistle [18]; Pask [48]; Felder and Silverman [19]. Each
one of these models describes different aspects in which stu-
dents prefer to learn.

Graf and Kinshuk [25] point out that the FS is one of
the most frequently used in AES [7]. Besides, Kuljis and

Liu [40] claim that FS is the most appropriate model for the
implementation of AES. According to Kinshuk et al. [38],
FS combines the main models, such as Kolb [39], Pask [48]
and the Myers-Briggs indicator [6].

According to Graf and Kinshuk [25,26], the FS uses
the concept of dimensions, and, therefore, describes LS
more thoroughly. As proposed by Felder and Silverman
[19], each learner has a dominant preference in each of
the four dimensions: Processing (active/reflective); Percep-
tion (sensitive/intuitive); Input (visual/verbal); Understand-
ing (sequential/global). Each preference tells us about how a
student learns best and the related pedagogical strategies for
effective learning. According to FS, each learner has a pref-
erence within the scope of each one of the four dimensions
described above, which is measured on a scale from +11 to
−11. This feature makes it possible to describe the strength
of the learners’ preferences [38].

As described by Graf et al. [25], LS are considered to be
flexibly stable, which means that they are relatively stable
but they can change over time. For instance, when learn-
ers train their weak LS. Furthermore, FS is based on the
concept of tendencies, which means that even learners with,
e.g., a strong active LS can act sometimes in a reflective
way [25].

A very important characteristic of FS for our work is that it
uses scales to classify students instead of using defined types.
In this way, the strength of each LS is finely measured [19].
Another important aspect of FS is that it considers LS as ten-
dencies and students may act differently in specific situations,
that is, in a nondeterministic way, as pointed out by Kinshuk
et al. [38]. Therefore, we can consider students’ LS as prob-
abilities in the four-dimensional FS model, as depicted in the
Sect. 6.

In this context, our work introduces the use of stochas-
tic techniques to effectively provide adaptation and diagnose
students’ LS. Particularly, we analyze and compare the use
of Markov chains and genetic algorithms for handling adap-
tation and automatic detection of students’ LS. The next sec-
tion presents important aspects of MC for this work. The
main foundations of GA are briefly presented in Sect. 5.

4 Markov chains

A Markov chain (MC) is a mathematical system that rep-
resents changes of state between a finite number of possible
states, and they are often described by a directed graph, where
the edges are labeled by the probabilities of going from one
state to others. The changes of state are called transitions,
and the probabilities associated with transitions are called
transition probabilities. A MC is a stochastic process char-
acterized as memoryless, that means, the next state depends
only on the current state and not on the sequence of events
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Fig. 1 Markov chain

that preceded it. This property is called a Markov property.
Figure 1 presents an example of MC.

The MC shown in Fig. 1 represents a stochastic process in
which a random variable Xt defines the state of the system on
time t. There are two possible states: 1 and 2. The transition
probabilities from one state to another are also described in
the picture. The set of all states and transition probabilities
completely characterizes a MC.

Formally, a MC is a sequence of random variables
X1, X2, X3, . . .with the Markov property, namely that, given
the present state, the future and past states are independent.
Formally, P(Xn+1 = x |X1 = x1, X2 = x2, . . . , Xn = xn) =
P(Xn+1 = x |Xn = xn), which means that the probabil-
ity of going from state i to state j in ntime steps is p(n)i j =
P(Xn = j | X0 = i), and the single-step transition is
pi j = P(X1 = j | X0 = i).

The transition probabilities of a MC are described by a
transition matrix [45]. Each line represents the transition
probabilities from a state to the others. Therefore, the tran-
sition probability from state 1 to state 2 is defined in the
position given by the intersection of line 1 with column 2 of
the transition matrix. For example, the transition matrix T
below represents the transition probabilities that appears in
the MC shown in Fig. 1.

T =
[

0.4 0.6
0.8 0.2

]

It is important to notice that the rows of T sum to 1. This is
because Pis a stochastic matrix. Each line describes the tran-
sition probabilities P(Xn+1 = x |Xn = xn)from one state to
others, in time n. A MC is a discrete-time random process
with the Markov property. Also, a MC has a discrete (finite or
countable) state-space. A discrete-time random process rep-
resents a process that is in a certain state, in a certain time n,
with the state changing randomly throughout time. The time
n represents a step of the process, and the conditional proba-
bility distribution for the process at the next step depends only
on the current state.An example is given by Fig. 2, where the
probabilities of weather conditions (modeled as either sunny
(state 1) or rainy (state 2)) on next day is given by the weather
on the current day. The transition matrix T bellow represents
the MC depicted in Fig. 2.

Fig. 2 Probabilities of weather conditions

T =
[

0.8 0.2
0.4 0.6

]

The matrix T represents the weather model in which a
sunny day is 80 % likely to be followed by another sunny
day, and a rainy day is 60 % likely to be followed by another
rainy day. Consequently, pi j is the probability of a day of type
ibe followed by a day of type j .

The next section presents important aspects of genetic
algorithms to our work.

5 Genetic algorithms

A genetic algorithm (GA) is an adaptive search technique
based on Darwin’s theory of evolution, which is characterized
by an iterative process and work in parallel on a number of
potential solutions for a problem.

The fitness value is a numerical value that expresses the
performance of an individual (a possible solution) for solv-
ing the problem. The notion of fitness is fundamental to the
application of GA, in which the degree of success depends
critically on the definition of a fitness function that ensures
that individuals can be differentiated according to their capac-
ity for solving the problem. Individuals evolve through an
iterative process [17].

This process leads to the evolution of a population of
individuals that are better fitted to their environment than
the individuals that they were created from, just as in nat-
ural adaptation. GAs often perform well approximating solu-
tions to all types of problems because they do not make any
assumption about the underlying fitness function, which is
specific to each problem [17].

As stated in [17], the general scheme of a GA is given in
Algorithm 1.

Algorithm 1 Scheme of a GA
INITIALIZE population with random candidate solutions;
EVALUATE each candidate;
while not TERMINATION CONDITION is satisfied do

SELECT parents;
RECOMBINE pairs of parents;
MUTATE the resulting offspring;
EVALUATE new candidates;
SELECT individuals for the next generation;

end while
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The main features of GAs are [17]:

– they are population based, i.e., they process a whole col-
lection of candidate solutions simultaneously;

– they use recombination to mix information of more can-
didate solutions into a new one;

– they are stochastic.

As pointed out in [17], the most important components of
a GA are:

– representation (definition of individuals);
– evaluation function (or fitness function);
– population;
– parent selection mechanism;
– variation operators (recombination and mutation);
– survivor selection mechanism (replacement).

GAs operate on a population of potential solutions apply-
ing the principle of survival of the fittest to produce better
and better approximations to a solution [12]. Individuals, or
current approximations, are encoded as strings, or chromo-
somes, composed over some alphabet. The most commonly
used representation in GAs is the binary alphabet {0, 1},
although other representations can be used, e.g., ternary, inte-
ger, real-valued, etc. [12]. Genetic operators are used in GAs
to generate diversity and to combine existing solutions into
others. Genetic variation is a necessity for the process of
evolution. Genetic operators used in genetic algorithms are
analogous to those in the natural world: survival of the fittest
(selection), reproduction (crossover or recombination) and
mutation [24]. The next section presents our approaches in
detail.

6 Two alternative approaches to assessing students’
learning styles

In this section, we present in detail our stochastic approaches
for automatic detection of students’ LS, which use probabilis-
tic LS combinations (LSC), as presented hereafter. Although
the idea of automatic detection of learning styles is not new,
the techniques used are novel. Our approaches use infor-
mation from a student’s performance for updating the SM
frequently while the student is using the system for learning.

In this way, students’ LS are dynamically and constantly
revised and corrected, leading to fine-tuned SMs, which are
consistent with students’ real LS (in our work, the concept of
consistency indicates whether the SM describes correctly the
student’s LS). As a consequence, this process allows AES
to provide more accurate adaptivity. A conclusion can be
drawn that our approach takes into account the development
of an advanced student modeling approach concerning LS,

which combines the automatic, dynamic, and global student
modeling aspects, as pointed out in [25].

Due to the stochastic nature of LS, our approaches are
based on a probabilistic learning styles combination [21].
A learning styles combination (LSC) is a 4-tuple com-
posed by one LS from each FS dimension, as stated by
Definition 1.

Definition 1 (Learning styles combination (LSC)) L SC =
(a, b, c, d)|a ∈ D1, b ∈ D2, c ∈ D3, d ∈ D4 such that:
D1 = Active(A),Reflective(R)

D2 = Sensitive(S), Intuitive(I)
D3 = Visual(Vi),Verbal(Ve)
D4 = Sequential(Seq),Global(G)

Therefore, there are 16 possible learning styles combina-
tions, as stated by Definition 2.

Definition 2 (Learning styles combinations (LSCs))
L SCs = (A,Vi,S,Seq), (A,Vi,S,G), (R,Vi,S,Seq),
(R,Vi,S,G), (A,Ve,S,Seq),(A,Ve,S,G),(R,Ve,S,Seq),
(R,Ve,S,G), (A,Vi, I,Seq), (A,Vi, I,G), (R,Vi, I,Seq),
(R,Vi, I,G), (A,Ve, I,Seq), (A,Ve, I,G), (R,Ve, I,Seq),
(R,Ve, I,G).

We propose that during a learning session the student
should interact with a set of learning objects (LO) [34] that
satisfies a specific LSC, probabilistically selected accord-
ing to the student’s LS preferences stored in the SM. Which
means that, in our approach, a LSC is a specific combination
of four random variables [47]. Therefore, in our approach,
the student’s LS describes the probability of random vari-
ables a, b, c, d, considering Definition 1.

In this context, in our approach, student’s LS are stored as
values in the interval [0, 100] instead of [−11,+11] repre-
senting a student’s probability of preference for a specific LS
in a FS dimension. Therefore, the student’s preferences are
stored as probabilities. Considering this model, a student’s
LS are represented according to Definition 3.

Definition 3 (Learning styles (LS)) L S =(PrA, PrR), (PrS,

PrI), (PrVi, PrVe), (PrSeq, PrG)suchthatPrA+PrR =100,
PrS + PrI = 100, PrVi + PrVe = 100, PrSeq + PrG = 100

Table 1 presents an example of a student model.
Therefore, in Table 1 we can consider that the student

probably is Reflective, Intuitive, Visual and Sequential. In

Table 1 Student model

Learning styles

Processing Perception Input Understanding

Act. Ref. Sen. Int. Vis. Ver. Seq. Glo.

35.0 65.0 17.0 83.0 89.0 11.0 84.0 16.0
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this context, the greatest advantage of our approach is to
stochastically consider all LSCs according to the student’s
supposed LS, that may be wrong or may change over time,
as pointed out in Sect. 2. As shown in Sect. 7, this charac-
teristic allows system to effectively discover and fine-tune
the SM.

At this point, it is important to mention that although
Table 1 presents a SM exclusively based on LS, there are
many other factors that could be important for learning, such
as [43]: initial user knowledge; objective and plans; cognitive
capacities; preferences; academic profile; age and type of stu-
dent; cognitive style (affective, impulsive, etc.); personality
aspects (introverted, extroverted, etc.); deficiencies (visual
or others) and traces of the personality. Additional impor-
tant factors for learning are discussed in [16]. Furthermore,
a SM should include information referring to the specific
knowledge that the system judges that the user possesses on
the domain. Therefore, in AES, SM has increased relevance:
when the student reaches the objectives of the course, the
system must be able to readapt, for example, to his knowl-
edge [43]. We consider this characteristic in our approach,
as it can be seen in Sect. 7.

Additionally, according to Martins et al. [43], the learn-
ing process is more efficient when it is built over previously
acquired knowledge. In addition, Martins et al. [43] reports
that in AES the emphasis is placed on students’ knowledge
in the domain application and LS, in order to allow them
to reach the learning objectives proposed in their training.
A variety of student modeling approaches, techniques and
standards are used to implement SM, and some of them are
depicted by Thompson [52].

This is just to say that the SM is usually more complicated
than the one presented in this paper. But, to reach our goal,
we needed to point the attention only to LS, excluding other
important characteristics of the SM. As a consequence, we
isolated the around complexity, in order to come up with an
efficient model to automatically detect students’ LS. But, it
is important to mention that when using our approach with
an existing LMS, such characteristics of the SM should be
considered for providing adaptivity. Considering those char-
acteristics in student modeling does not affect the operation
of our approach. This is possible because our approach is
intrinsically able to deal with uncertainty in the process of
detection of LS. The uncertainty appears due to the diver-
sity of factors that exert influence on the learning process, as
stated in [1,28,31,32,38,44].

Following such, we present two alternative approaches to
automatically detecting LS: a MC based approach and a GA
based approach. Both are stochastic approaches, which apply
different stochastic techniques. The pros and cons of each one
of these approaches are opportunely discussed in Sect. 7,
where we present a comparative experimental study on
them.

6.1 MC based approach

In this approach, we consider a stochastic process modeled
by four concurrent MC [45], which are depicted in Fig. 3.
In Fig. 3, the MC were modeled by considering the SM pre-
sented in Table 1. In this approach, each state represents a
preference in a LS dimension. Therefore, in Fig. 3a, state
1 represents the active preference and state 2 represents the
reflective preference. In Fig. 3b, state 1 represents the sensi-
tive preference and state 2 represents the intuitive preference.
In Fig. 3c, state 1 represents the visual preference and state 2
represents the verbal preference. In Fig. 3d, state 1 represents
the sequential preference and state 2 represents the global
preference. The probabilities of occurrence of a state are
described by transition matrices [45]. Therefore, a preference
from each dimension is selected to compose a LSC to be con-
sidered in a learning session during the learning process. As a
result, the SM is constantly updated, as explained later in this
section. The transition matrices D1, D2, D3, D4 describe
the four random variables represented in Fig. 3.

D1 =
[

0.35 0.65
0.35 0.65

]
D2 =

[
0.17 0.83
0.17 0.83

]

D3 =
[

0.89 0.11
0.89 0.11

]
D4 =

[
0.84 0.16
0.84 0.16

]

D1 represents the MC depicted in Fig. 3a, D2 represents
the MC depicted in Fig. 3b, D3 represents the MC depicted
in Fig. 3c and D4 represents the MC depicted in Fig. 3d. This
approach has naturally evolved to a GA based approach, con-
sidering that GA are also stochastic process, due to its prob-
abilistic nature. The GA based approach is depicted below.

6.2 GA based approach

Taking into consideration that LS are probabilities, a LSC can
be probably considered during a learning session according
to the probability distribution shown in Table 2, considering
the SM depicted in Table 1. This approach aims to automat-
ically detect students’ LS based on GA techniques [12,17].
The selection of a LSC from a population during a learning
session is done by a stochastic selection method [24]. We
use the Roulette Wheel Selection due to its adequacy to our
approach [24].

Therefore, each LSC is considered as an individual, which
has a fitness given by its probability of preference by the
student, as shown in Table 2. An individual’s probability of
selection is given by the proportion between their fitness and
the entire population’s fitness, as shown in (1).

Pri = fitnessi∑n
x=1 fitnessx

(1)

As pointed out in Sect. 5, a GA has some important com-
ponents. They are:
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Fig. 3 Stochastic process,
modeled by four concurrent
Markov chains. a Processing:
1 active, 2 reflective,
b perception: 1 sensitive,
2 intuitive, c input: 1 visual,
2 verbal, d understanding:
1 sequential, 2 global

Table 2 LSC probability distribution

LSC Probabilities

P(S,Vi,A,Seq) 0.17 × 0.89 × 0.35 × 0.84 = 0.045

P(S,Vi,A,G) 0.17 × 0.89 × 0.35 × 0.16 = 0.008

P(S,Vi,R,Seq) 0.17 × 0.89 × 0.65 × 0.84 = 0.083

P(S,Vi,R,G) 0.17 × 0.89 × 0.65 × 0.16 = 0.016

P(S,Ve,A,Seq) 0.17 × 0.11 × 0.35 × 0.84 = 0.005

P(S,Ve,A,G) 0.17 × 0.11 × 0.35 × 0.16 = 0.002

P(S,Ve,R,Seq) 0.17 × 0.11 × 0.65 × 0.84 = 0.010

P(S,Ve,R,G) 0.17 × 0.11 × 0.65 × 0.16 = 0.003

P(I,Vi,A,Seq) 0.83 × 0.89 × 0.35 × 0.84 = 0.217

P(I,Vi,A,G) 0.83 × 0.89 × 0.35 × 0.16 = 0.043

P(I,Vi,R,Seq) 0.83 × 0.89 × 0.65 × 0.84 = 0.403

P(I,Vi,R,G) 0.83 × 0.89 × 0.65 × 0.16 = 0.076

P(I,Ve,A,Seq) 0.83 × 0.11 × 0.35 × 0.84 = 0.026

P(I,Ve,A,G) 0.83 × 0.11 × 0.35 × 0.16 = 0.005

P(I,Ve,R,Seq) 0.83 × 0.11 × 0.65 × 0.84 = 0.049

P(I,Ve,R,G) 0.83 × 0.11 × 0.65 × 0.16 = 0.009

Sum of probabilities of all LSC 1.000

– Representation: an individual is a LSC, according to
Definition 1.

– Evaluation function: fitness function P(LSC), which cal-
culates how much a LSC is preferred by the student, as
expounded in Table 2.

– Population: binary representations of LSCs, where pref-
erences A, S, Vi, Seq are represented by 0 and preferences
R, I, Ve, G are represented by 1.

– Parent selection mechanism: Roulette Wheel Selection
[24]

– Variation operators: recombination and mutation, as
depicted below

– Survivor selection mechanism: not applied, as explained
below

The role of survivor selection is to deterministically
choose which individuals will be allowed in the next gener-
ation. This decision is based on their fitness values, favoring
those with higher quality. But, we have to consider that if
the SM is inconsistent, the best fitted LSC may not be the
preferred one by the student. Therefore, we do not use any
survivor selection mechanism in this approach.

A binary representation of LSCs was used, where prefer-
ences A, S,Vi, Seq are represented by 0 and preferences R, I,
Ve, G are represented by 1. Therefore, we have the following
LSCs = {(0,0,0,0), (0,0,0,1), (1,0,0,0), (1,0,0,1), (0,1,0,0),
(0,1,0,1), (1,1,0,0), (1,1,0,1),(0,0,1,0), (0,0,1,1), (1,0,1,0),
(1,0,1,1), (0,1,1,0), (0,1,1,1), (1,1,1,0), (1,1,1,1)}. After each
learning session, we apply recombination and mutation oper-
ators [12]. The recombination operator recombines LSCs in
order to (probably) produce more fit individuals.

We are using here the single-point crossover [12]. This
crossover operation is not necessarily performed on all indi-
viduals. Instead, it is applied with a probability Pxwhen the
pairs are chosen for breeding. The mutation operator is then
applied to the new LSC, with a probability Pm (mutation
rate).

6.3 Updating the student model

When a student shows a learning problem during a learn-
ing session (unsatisfactory performance), LS in SM that
appear in the currently selected LSC are decremented, con-
sidering a probable inconsistency in these preferences. LS
in SM that do not appear in the currently selected LSC are
incremented (reinforced), making them stronger, consider-
ing that the learning difficulties appeared because they were
not present in the selected LSC.

This approach for gradually updating student LS is based
on Reinforcement Learning [36] techniques and is a critical
part of our work, which is currently being adjusted. While
these updates are executed, SM becomes more consistent,
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providing support to more accurate adaptivity. Therefore,
adaptivity becomes more accurate and students’ perfor-
mances are improved. As stated before, in our work, the
concept of consistency indicates whether the SM describes
correctly the student’s LS.

It is well-known that a variety of factors should be taken
into account for students’ performance evaluation and learn-
ing problems detection, as pointed out in [16,42]. It’s a com-
plex problem and a lot of approaches have been proposed to
solve it. For testing our approach without this complexity, we
considered a simulated learning process, which is a stochas-
tic process that infers students’ performances, taking into
account some aspects related to the impact of LS on learning
processes, as depicted in [1,28,31,32,38]. The next section
presents some experiments and discusses their results.

7 Comparing results

This section aims to present an experimental study and the
results obtained through tests with both approaches.

7.1 Methodology

Both approaches have been tested through a set of experi-
ments. Some of them are expounded in this section and their
results are compared and discussed. The experiments with
the GA based approach were performed considering a pop-
ulation of 100 individuals (LSC), in which the first 16 indi-
viduals are copied from LSCs, described in Definition 2, and
the other individuals are randomly generated. Additionally,
the mutation rate Pm was set with 0.2, and Pxwas set with
0.1. This configuration has generated encouraging results.

Each experiment was repeated 20 times. Therefore, we
could observe the process under different circumstances and
identical conditions. It was possible to notice that the result-
ing sequences during an experiment were different, but the
final results were very similar. So, the nondeterministic and
convergence aspects intrinsic to the student modeling process
were very clear to us.

Four experiments and their results are shown in this sec-
tion. The execution of an experiment finishes when the stu-
dent achieves all learning goals. We considered 30 concepts
to be learned by students and 6 cumulative cognitive lev-
els to be achieved in each concept, based on the Bloom’s
Taxonomy for Knowledge [2]. Therefore, the simulated
learning process, in these experiments, should have, at least,
180 learning sessions (or iterations) in order to achieve all
learning goals (30 × 6 = 180).

When students have good performances during a learning
session, their cognitive level in a concept evolves, until they
reach the maximum cognitive level to the concept. When stu-
dents fail, their cognitive level in the concept does not evolve.

Therefore, the easier the learning process, the fewer iterations
necessary to achieve all learning goals. The better adapted
the content is, the easier the learning process is, as pointed
out in Sect. 1.

The simulation process needs to know the student’s real LS
(SRLS) and the strength of each preference (strong/moderate/
weak or balanced). For each experiment, we show, graphi-
cally, how student’s probable LS (SPLS), stored in SM, is
updated during the learning process. In each graph, the x-axis
shows the numbers of the iterations of the learning process
and the y-axis shows the updating of the SPLS throughout the
learning process. The main goal was to observe how SPLS
are gradually updated and tuned along the iterations of the
learning process. In order to validate the approaches, we con-
sidered two variables:

– consistency: the SPLS effectively converged to the SRLS
during the learning process?

– efficiency: the SPLS converged to the SRLS in reasonable
time? i.e., the SPLS became consistent in the beginning
of the learning process?

The results obtained through experiments show that, con-
sidering these variables, both approaches are valid. We could
observe different levels of consistency and efficiency when
comparing the approaches, as it is depicted hereafter.

7.2 Experiment 1

Firstly, we considered a student with the following SRLS:
{reflective (strong), sensitive (strong), visual (moderate),
global (weak)}. The SPLS initially stored in the SM is shown
in Table 3. Therefore, the SM is initially inconsistent (doesn’t
express the SRLS correctly), specifically in dimensions
active/reflective and sensitive/intuitive. Figure 4 presents
how SPLS were updated during this experiment, consider-
ing the Markov based approach. The Fig. 4a shows how
the SPLS, in dimension processing, were updated along the
learning process. The Fig. 4b shows how the SPLS, in dimen-
sion perception, were updated along the learning process.
The Fig. 4c shows how the SPLS, in dimension input, were
updated along the learning process. The Fig. 4d shows how
the SPLS, in dimension understanding, were updated along
the learning process. As it can be seen, the SPLS became

Table 3 SM—experiment 1

Learning styles

Processing Perception Input Understanding

Act. Ref. Sen. Int. Vis. Ver. Seq. Glb.

70.0 30.0 35.0 65.0 60.0 40.0 45.0 55.0
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Fig. 4 Experiment 1—results from MC based approach. a Processing, b perception, c input, d understanding

Fig. 5 Experiment 1—results from GA based approach. a Processing, b perception, c input, d understanding

consistent with the SRLS during the learning process, consid-
ering its four dimensions. Figure 5 presents how SPLS were
updated during this experiment, considering the GA based
approach. The Fig. 5a shows how the SPLS, in dimension
processing, were updated along the learning process. The
Fig. 5b shows how the SPLS, in dimension perception, were

updated along the learning process. The Fig. 5c shows how
the SPLS, in dimension input, were updated along the learn-
ing process. The Fig. 5d shows how the SPLS, in dimension
understanding, were updated along the learning process. As
it can be seen, during the learning process, the SPLS became
consistent with the SRLS considering its four dimensions.
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Table 4 SM—experiment 2

Learning styles

Processing Perception Input Understanding

Act. Ref. Sen. Int. Vis. Ver. Seq. Glb.

50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0

In both approaches, all repetitions of this experiment pro-
duced a consistent SM during the learning process. As it can
be seen, the GA based approach took less iterations than the
Markov based approach. It happens because, as it can be
noticed in Figs. 4 and 5, the GA based approach detected
the student’s LS earlier than the Markov based approach.
Therefore, the teaching process performed by the GA based
approach could provide more adequate content earlier, which
provided accurate adaptivity earlier and made the learning
process easier, and, as a consequence, improved the student’s
performance. As a result, less iterations were needed by the
student to complete learning process. This fact was observed
in every experiment performed.

7.3 Experiment 2

In the following experiment, we consider the case in which
there is no initial information available about the SPLS,
as shown in Table 4. The SRLS considered in this exper-
iment are: SRLS = {reflective (weak), intuitive (strong),
visual (moderate), sequential (weak)} Figure 6 presents how
SPLS were updated during this experiment, considering the
Markov based approach. The Fig. 6a shows how the SPLS,
in dimension processing, were updated along the learning
process. The Fig. 6b shows how the SPLS, in dimension per-
ception, were updated along the learning process. The Fig. 6c
shows how the SPLS, in dimension input, were updated along
the learning process. The Fig. 6d shows how the SPLS, in
dimension understanding, were updated along the learning
process. As it can be seen, during the learning process, the
SPLS became consistent with the SRLS considering its four
dimensions. Figure 7 presents how SPLS were updated dur-
ing this experiment, considering the GA based approach. The
Fig. 7a shows how the SPLS, in dimension processing, were
updated along the learning process. The Fig. 7b shows how
the SPLS, in dimension perception, were updated along the
learning process. The Fig. 7c shows how the SPLS, in dimen-
sion input, were updated along the learning process. The
Fig. 7d shows how the SPLS, in dimension understanding,
were updated along the learning process. As it can be seen,
during the learning process, the SPLS became consistent with
the SRLS considering its four dimensions. Figures 6 and 7
let us notice that, in this experiment, less iterations were nec-
essary to complete the learning process than in experiment 1.

This occurred because inconsistencies in the SM seem to be
worse than the lack of information. When the system doesn’t
have any initial available information about SPLS, it can dis-
cover preferences faster and provide accurate adaptivity ear-
lier. In both approaches, all repetitions of this experiment
produced a consistent SM.

7.4 Experiment 3

This experiment sets the initial SM with a result obtained
from experiment 2. The goal is to observe how the SM is fine-
tuned by the system during the learning process, even when
it is initially consistent. Table 5 shows the SM used in this
experiment. Figure 8 presents how the SPLS were updated
during this experiment, considering the MC based approach.
The Fig. 8a shows how the SPLS, in dimension processing,
were updated along the learning process. The Fig. 8b shows
how the SPLS, in dimension perception, were updated along
the learning process. The Fig. 8c shows how the SPLS, in
dimension input, were updated along the learning process.
The Fig. 8d shows how the SPLS, in dimension under-
standing, were updated along the learning process. Figure 9
presents how the SPLS were updated during this experiment,
considering the GA based approach. The Fig. 9a shows how
the SPLS, in dimension processing, were updated along the
learning process. The Fig. 9b shows how the SPLS, in dimen-
sion perception, were updated along the learning process.
The Fig. 9c shows how the SPLS, in dimension input, were
updated along the learning process. The Fig. 9d shows how
the SPLS, in dimension understanding, were updated along
the learning process. As it can be seen, during the learning
process, the SPLS became consistent with the SRLS con-
sidering its four dimensions. As it can be seen, we had a
considerable reduction in the number of iterations, due to the
initial consistency of the SM. Which means that having pre-
cise information about student’s preferences and providing
support to them during the learning process results in great
positive effects on a student’s performance, as pointed out in
[1,28,31,32,38] . In both approaches, all repetitions of this
experiment produced a consistent SM. We can clearly notice
the difference between strengths (strong/moderate/weak) in
Fig. 8 (MC based approach). But it is not very clear in Fig. 9
(GA based approach). This is an interesting fact observed
during the experiments: the MC based approach seems to be
more sensitive than the GA based approach with respect to
the strengths of the SRLS.

7.5 Experiment 4

This experiment considers the case in which the SM are ini-
tially inconsistent in all dimensions, as shown in Table 6. The
SRLS are given by:
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Fig. 6 Experiment 2—results from MC based approach. a Processing, b perception, c input, d understanding

Fig. 7 Experiment 2—results from GA based approach. a Processing, b perception, c input, d understanding

SRLS = {Reflective (weak), Intuitive (strong), Verbal
(moderate), Global (weak)}

Figure 10 presents how the SPLS were updated during
this experiment, considering the MC based approach. The
Fig. 10a shows how the SPLS, in dimension processing,

were updated along the learning process. The Fig. 10b
shows how the SPLS, in dimension perception, were updated
along the learning process. The Fig. 10c shows how the
SPLS, in dimension input, were updated along the learning
process. The Fig. 10d shows how the SPLS, in dimension
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Table 5 SM—experiment 3

Learning styles

Processing Perception Input Understanding

Act. Ref. Sen. Int. Vis. Ver. Seq. Glb.

36.8 63.2 27.9 72.1 68.1 31.9 65.0 35.0

understanding, were updated along the learning process. As
it can be seen, during the learning process, the SPLS became
consistent with the SRLS considering its four dimensions.
Figure 11 presents how the SPLS in the SM was updated
during this experiment, considering the GA based approach.
The Fig. 11a shows how the SPLS, in dimension process-
ing, were updated along the learning process. The Fig. 11b
shows how the SPLS, in dimension perception, were updated
along the learning process. The Fig. 11c shows how the
SPLS, in dimension input, were updated along the learn-
ing process. The Fig. 11d shows how the SPLS, in dimen-
sion understanding, were updated along the learning process.
As it can be seen, during the learning process, the SPLS
became consistent with the SRLS considering its four dimen-
sions. As it can be seen, the SPLS were efficiently cor-
rected. In both approaches, all repetitions of this experi-
ment produced a consistent SM. The amount of iterations
was smaller than in experiment 1, due to the fact that in this
experiment only one strong preference was inconsistent. As
pointed out by Felder apud [31], strong preferences produce

stronger negative effects on the students’ performances when
they are not supported by the learning process.During these
experiments, we could notice that both approaches were
able to efficiently discover the SRLS early in the learning
process.Furthermore, we could notice that, although the GA
based approach detects LS earlier than the Markov based
approach, and consequently provides personalized content
earlier, which makes the learning process easier, the Markov
based approach produces more fine-tuned results, taking into
account the strengths of the SRLS. Advantages of the Markov
based approach are that it doesn’t have to keep a population of
LSC for each student, and it doesn’t have to spend additional
computational resources in order to compute next genera-
tions during the learning process, as it is done by the GA
based approach. Finally, we believe that the results obtained
from these experiments validate the proposed approaches,
which can be easily implemented in an existing LMS, like
Modular Object-Oriented Dynamic Learning Environment
(Moodle) [46] or simulation model for education develop-
ment (SIMEduc) [15], and tested with real students. Sim-
ulating the learning process was a very important part of
our work, which allowed us to test, adjust and correct our
approaches since the very beginning, optimizing the devel-
opment process. In both approaches, a huge number of tests,
adjustments and corrections were done in order to achieve
these results.Therefore, without using simulation, it should
be impossible to come up with this approach within reason-
able time, due to the large amount of time necessary to do
experiments with real students and real learning processes.

Fig. 8 Experiment 3—results from MC based approach. a Processing, b perception, c input, d understanding
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Fig. 9 Experiment 3—results from GA based approach. a Processing, b perception, c input, d understanding

Table 6 SM—experiment 4

Learning styles

Processing Perception Input Understanding

Act. Ref. Sen. Int. Vis. Ver. Seq. Glb.

70 30 70 30 70 30 70 30

Performing experiments with real students demands long-
term data logs, as it can be seen in [23,51]. Moreover, with-
out using simulation, it would be very difficult to validate the
proposed approaches, due to the impossibility to know the
SRLS of real students with certainty. Consequently, it would
be impossible to compare the SRLS with the SPLS, and, as a
result, it would be impossible to measure the consistency and
efficiency of our approaches. Therefore, we consider that it is
very important to initially test new approaches in simulated
environments, and only after an initial study, test it in real
environments.

8 Conclusions and future work

AES has been considered a promising approach to increase
the efficiency in computer-aided learning. A necessary
characteristic in this approach is the precise, dynamic and
continuous identification of students’ LS in order to pro-
vide well-adapted learning experiences. In this context, one

challenge is the development of systems able to efficiently
acquire students’ LS preferences.The information about stu-
dents’ LS preferences, acquired by psychometric instru-
ments, encloses some degree of uncertainty [49,50]. Further-
more, in most of the existing approaches, the assumptions
about students’ LS, once acquired, are no longer updated.In
this context, this work presents two alternative approaches to
automatically detect and precisely adjust students’ LS pref-
erences considering FS, based on the nondeterministic and
nonstationary aspects of LS [25]. Because of the probabilis-
tic and dynamic factors enclosed in students’ LS modeling,
our approach gradually and constantly modifies the SM using
a set of rules that detect which LS should be adjusted at a
specific point of the learning process, considering the stu-
dent’s performance. In this way, SM converges to the stu-
dents’ real LS, considering fine-tuned strengths, as showed
in Sect. 7. We found out, through experiments, that the GA
based approach detects LS earlier than the Markov based
approach, and consequently provides personalized content
earlier, making the learning process easier. On the other hand,
the Markov based approach produces more fine-tuned results
than the GA based approach, taking into account the strengths
of the LS. Another advantage of the Markov based approach
is that it doesn’t need to keep track of a population of LSC
for each student, and, consequently, it doesn’t have to spend
additional computational resources in order to compute next
generations of the populations during the learning process,
as it is done by the GA based approach. Finally, the pro-
posed approaches solve some important problems ignored
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Fig. 10 Experiment 4—results from MC based approach. a Processing, b perception, c input, d understanding

Fig. 11 Experiment 4—results from GA based approach. a Processing, b perception, c input, d understanding

in most of the analyzed approaches, and brings advantages,
due to specific points, as showed in Sect. 2. The experiments
with these approaches were done through computer simu-
lation, which took into account how LS preferences exert
influence on students’ performances, as described by some

researchers, e.g., [1,28,31,32,38] . The evaluation of AES is
a difficult task, as pointed out in [5]. Therefore, testing our
approach through simulation was vital, due to the time and
human resources needed to test it with real students. Now that
we have achieved good results through simulation, we feel
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confident to implement our approach in an existing LMS, like
SIMEduc [15] and Moodle [46], and test it with real courses
and real students, as a near future work. In order to achieve
this goal, we are working on the development of a function
able to efficiently map LO characteristics to students’ LS.
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