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High-performance computing systems run applications that can take several hours to execute and have to deal with
the occurrence of a potentially large number of faults. Most of the existing fault-tolerant strategies for these systems
assume crash faults that are permanent events are easily detected. This is not the case in several real systems, in
particular in shared clusters, in which even the load variation may cause performance problems that are virtually
equivalent to faults. In this work, we present a new model to deal with this problem in which processes execute tests
among themselves in order to determine whether the processors (or cores) on which they are running are
recommended or non-recommended. Processes classified as recommended form a Dynamic Group of Recommended
Processes (DGRP) that runs the application. The DGRP is formed only by processes that have not been tested as
non-recommended by all DGRP processes. A process not in the DGRP that is continuously tested as recommended
can rejoin the DGRP after a round of consensus executed by DGRP processes. Experimental results are presented
obtained from a MPI-based implementation in which the HyperQuickSort parallel sorting algorithm reconfigures itself
at runtime to tolerate up to N — 1 faults (in a system with N processes) while sorting up to 1 billion integers.
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Introduction
High-performance computing (HPC) systems are used to
execute complex industrial and scientific simulations, as
well as other computing-intensive applications. These sys-
tems, in particular petascale and future exascale systems,
are required to cope with an increasingly smaller mean
time between failures (MTBF) [1]. For example, the Blue
Waters petascale system has an average MTBF of 4.2 h
[2]. Future exascale systems should present an even lower
MTBF and experience various kinds of faults [3, 4]. In
[5], the term “performance fault” is introduced to describe
performance anomalies that can harm the operation of
HPC applications as much as failures. For example, a pro-
cessor may reduce the core operation frequency when the
temperature rises above a safe threshold or to maintain the
system within the power budget target.

The Message-Passing Interface (MPI), which is a de
facto standard to program parallel and distributed appli-
cations defined and maintained by the MPI Forum [6, 7],
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assumes a reliable underlying infrastructure [1, 8]. MPI
does not prescribe how implementations must deal with
failures [9, 10]. As a consequence, the most widely used
MPI implementations, such as OpenMPI and MPICH,
abort the entire application if a single process fails. The
application must then restart from the beginning. In order
to circumvent that issue, the MPI Forum has recently
proposed the User Level Failure Mitigation (ULFM) pro-
posal [9]. The ULFM proposal has a set of primitives to
enable developers of a MPI application to deal with pro-
cess faults. ULFM assumes the fail-stop model, in which
every process that fails is identified and removed from the
system.

In this work, we describe a strategy for identifying and
maintaining a Dynamic Group of Recommended Pro-
cesses (DGRP) in a MPI-based HPC system. The DGRP
was inspired by group systems such as Isis [11]. A DGRP
can be seen as a wormhole [12] consisting of a dynamic
set of processes that continuously execute the applica-
tion. Processes execute tests among themselves in order
to determine whether the processors (or cores) on which
they are running are recommended or non-recommended.
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In other words, a test procedure is defined to “measure”
whether the behavior of a given process is “good enough”
for the application at hand. The test procedure is modular
and can be defined for each particular system, depending
on the characteristics of the environment. For instance,
the tester may send a program to be executed by the
tested process and, depending on how long it takes to
receive the corresponding reply, classifies the tested node
as good enough to join the group or not. The test proce-
dure must be carefully chosen in order not to interfere on
the performance of the system itself.

A process that does not pass a test is considered to
be non-recommended by the tester. On the other hand,
a recommended process is one that presented the cor-
rect, expected behavior. Note that a process can be non-
recommended for a short period of time due for instance
to a load surge. Such a process may not be able to run
the application for that time interval but can later revert
the status and rejoin the system. On the other hand, some
other process may remain non-recommended most of
the time. These processes should be removed from the
systems as soon as possible. Figure 1 shows the perfor-
mance of a single processor of a shared cluster in which
a parallel MPI program for approximating IT (pi) is exe-
cuted using 16 cores. This is a representative set of results
showing 100 consecutive executions. Note that the per-
formance presents a significant variation along the time.
The first executions took long to complete. Results such
as these can be used to assess whether this processor
is or is not good enough to run an application for a
given time frame. A process that is in the DGRP has not
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Fig. 1 Performance variation for approximating pi—single node 16
cores
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been tested as non-recommended by any other DGRP pro-
cess. Processes that are tested as non-recommended are
removed from the DGRP. A process not in the DGRP
that is tested as recommended for ¢ consecutive tests by
others can rejoin the DGRP after a round of consensus
executed by DGRP process. DGRP is particularly suit-
able for moldable applications that can be reconfigured at
runtime [13].

The system model for deciding on the recommenda-
tions is based on system-level diagnosis theory [14]. The
objective of system-level diagnosis is to employ tests to
identify which units are working according to the spec-
ification and which are not. Diagnosis is thus based
on processing the results of the set of tests performed
between the units of a system. Most diagnosis models
assume that a fault-free unit executes tests and reports test
results reliably, i.e., a fault-free tester can always correctly
determine whether the tested unit is faulty or fault-free
[15, 16]. The model we propose in this work circumvents
this assumption in the sense that tests are not meant to
perfectly determine whether the tested entity is faulty or
fault-free but only that the test criterion was not met.
Furthermore, two different testers may reach different
conclusions about the state of a given tested process.

The DGRP abstraction was implemented using MPI on
top of ULFM. We report results for running the paral-
lel algorithm HyperQuickSort [17] for sorting up to 1
billion integers. This algorithm organizes the processes
as a virtual hypercube. In our work, HyperQuickSort
was adapted to reconfigure itself at runtime in order to
proceed even if up to N — 1 processes become non-
recommended (N is the total number of processes). The
overhead of DGRP is obtained by comparing the execu-
tion of HyperQuickSort over DGRP and with ULEM. We
also show the performance of DGRP for monitoring a
system as nodes are detected as non-recommended and
removed from the DGRP and also as nodes previously
classified as non-recommended rejoin the DGRP.

The rest of the paper is organized as follows: Related
work is described in the “Related work” section. The
proposed strategy is presented in “The Dynamic Group
of Recommended Processes” section. The implementa-
tion is described in the “DGRP implementation and case
study” section, and experimental results are presented
in the “Results” section. The conclusions follow in the
“Conclusion” section.

Related work

As DGRP is implemented on top of ULFM, it is
also capable of dealing with process failures. Related
works in this section describe different approaches to
make MPI systems fault-tolerant and also strategies for
MPI monitoring, including the detection of performance
anomalies.
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MPI allows the development of parallel and distributed
applications based on the message-passing paradigm
[7, 8]. The MPI standard does not currently have a speci-
fication for fault tolerance [8]; there is no definition of the
precise behavior that MPI implementations must take to
deal with faults [9, 10]. Basically, a fault is treated as inter-
nal to an application, e.g., the violation of memory space.
Thus, process and network faults are treated as applica-
tion problems, and the responsibility to deal with them is
left to the application programmer. Note that the standard
does define error handlers that are associated with the
MPI communicator to handle application program errors.

Most approaches for the design of fault-tolerant MPI
applications (actually fault-tolerant HPC in general) are
based on checkpoint-restart [1]. By using checkpoint-
restart, an application can deal with a process failure
without completely losing previously computed results. It
has been noted though that checkpoint-restart may not
be effective against a short MTBF [1, 4, 18]. However,
recently, several checkpoint-restart protocols have been
proposed for dealing with a short MTBF in large HPC
systems, e.g., [4, 19, 20].

Several efforts have been made to add interfaces and
semantics to allow MPI to deal with faults. Fault-tolerant
MPI (FT-MPI) [21] is the first strategy proposed to offer
an alternative to traditional checkpoint-restart, defining
MPI primitives that enable the application to survive
faults. Both the MPI communicator and processes are
assigned states. Processes can be either ok, unavailable,
joining, or failed. After an error indicates the presence of
a fault, the system acts immediately taking into account
the state of the communicator and the recovery mode
adopted by the application. For example, in one recov-
ery mode, information about processes that have failed is
received by correct processes, and processes that failed are
removed from the system. The FT-MPI specification does
not include details about the strategy used for detecting
faults [22]. Despite representing by itself a key contribu-
tion, the FT-MPI standard was deprecated. Other works,
including [10, 22, 23] followed the same approach defining
MPI primitives that allow the application to survive faults.

Another strategy based on FT-MPI has been proposed:
Non-Stop and Fault-Resilient MPI (NR-MPI) [23]. NR-
MPI implements the semantics of FT-MPI on MPICH,
one of the most widely used MPI implementations [24].
NR-MPI assumes the fail-stop model. It is designed to
allow MPI itself to recover from faults internally and
automatically. If recovery is not possible, the state of
the world communicator (MPI_COMM WORLD) becomes
invalid, meaning that unrecovered faults have occurred.
Faulty processes need to be replaced, either by spawn-
ing new processes or by using spare processes. One of
the main contributions of NR-MPI is that it includes
mechanisms for detecting faults. There are two modules
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called Failure Arbiter (FA) and Failure Detector (FD).
These modules are integrated to a Resource Management
System (RMS); this is a separate system that provides
monitoring information. The RMS consists of a Resource
Manager and a Process Manager. The FA is located at the
Resource Manager and the FD is located at the Process
Manager. FDs detect process faults (crash) by monitoring
system calls. FA uses a periodic heartbeat to detect FD
faults. A drawback of NR-MP1 is its strong reliance on the
external RMS.

The MPI Forum created in 2009 is a working group
with the responsibility of optimizing the MPI standard
to allow the development of portable, scalable, and fault-
tolerant HPC applications [25]. Efforts of the working
group resulted in two draft proposals: Run-Through
Stabilization (RTS) [25] and User Level Failure Mitiga-
tion (ULFM) [9]. ULFM is currently a proposed standard.
ULFM also aims at allowing the application to survive
despite the occurrence of faults. But, unlike FT-MPI,
recovery is not automatic. ULFM defines a set of prim-
itives that allow the application developer to implement
any suitable recovery strategy.

ULFM assumes the fail-stop model. Error handlers,
defined in the MPI standard, are used to inform the appli-
cation about faults. Fault detection is local, in the sense
that a fault is detected only by processes that directly com-
municate with the faulty process. Essentially, the fault is
detected whenever a correct process cannot communicate
with another process—which is then assumed to be faulty.
ULFM assumes that transient network and process faults
do not occur, but at the implementation level, it is possible
to deal with these types of faults. If a correct process iden-
tifies another process as unresponsive (even if that process
is not responding for a short period of time), the correct
process classifies this process as faulty and from that point
on ignores and discards any message received from the
faulty process.

A consensus protocol to build fault-tolerant HPC appli-
cations which proposes an agreement algorithm imple-
mented within the ULFM API is proposed in [26]. The
algorithm assumes the fail-stop model. The communica-
tion channels are reliable. In the algorithm, all processes
propose a unique value. The decided value is the result
of a combination of all values proposed. Previously, in
[27, 28], agreement algorithms were proposed to be used
within RTS.

Other approaches for programming fault-tolerant
MPI applications are based on Algorithm-Based
Fault Tolerance (ABFT) [29]. Chen and Don-
garra use ABFT to matrix computations, but they
modified the original ABFT strategy to allow its
application to more general HPC systems by sup-
porting process faults [30]; they assume the fail-
stop model. Using ABFT, the application can recover
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it errors and process faults without using checkpoints
or message logs. A drawback of this technique is that
it is restricted to the application domain in which it is
proposed.

Fenix [31, 32] is a framework that allows transpar-
ent runtime recovery of MPI applications. The frame-
work makes use of the ULFM specification to survive
failures and employs the diskless checkpoint technique:
application data is saved in the memory of neighboring
nodes [33]. Primitives are available for the developer to
define checkpoints on essential data. Fenix adopts implicit
checkpoints calls which are saved in a non-coordinated
way; however, depending on where the checkpoints are
inserted into the code, there is a guarantee that consistent
global states are always generated by the application. The
evaluation of Fenix was performed using an MPI applica-
tion running thousands of processes. Unfortunately, the
framework is not publicly available.

Ferreira et al. [34] employ state-machine replication [11]
in the context of HPC systems. Despite the potentially
high cost of state-machine replication, high availability
is guaranteed. In case a MPI process fails, redundant
processes allow the application to continue its execution
transparently, without the need for rollback recovery.

Genaud et al. [35] also use replication as the means to
achieve reliability applied to a grid middleware called P2P-
MPI. The system has a module for fault detection based
on execution monitoring. Other works that apply fault
tolerance to MPI settings have been proposed, includ-
ing the detection and correction of silent errors before
they lead to system restart [36]. Despite these efforts, it
is well-known that running fault-tolerant large-scale MPI
applications is still an open problem.

Adaptive MPI (AMPI) [37] is an adaptive implementa-
tion of MPI built on Charm++ [38]. Charm++ is an object-
based, message-driven parallel programming framework
that embodies the concept of processor virtualization.
AMPI inherits most of the advantages of Charm++, as
adaptive overlapping of communication and computation,
automatic load balance, and fault tolerance. One of the
drawbacks of AMPI is that to be used, it requires the MPI
code to be modified.

In [5], the authors introduce the term “performance
fault” to describe anomalous behavior in HPC systems.
They propose the design and implementation of a moni-
toring system that continuously inspects the evolution of
running applications, and report performance anomalies.
They use an approach which had been originally proposed
in [39] through which performance problems are detected
as discrepancies between (1) the actual execution of an
application and (2) a performance model. Sensors con-
tinuously inspect the evolution of running applications
and collect information about the application and system
“health” The execution is considered to be correct if it
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meets the performance levels dictated by the model. In
this way, the performance model can be used in runtime to
disambiguate false positives from real hardware/software
problems. A drawback of that approach is that the user
has to provide the model in advance. But an advantage
is that this approach provides a setting for adapting mul-
tiple performance models, in the sense that any specific
model can be plugged to the system without modifying
to the kernel-level monitoring system or the system mon-
itor interface. The main differences of that work to ours
is that we employ tests to evaluate and identify perfor-
mance anomalies at runtime; furthermore, we use the
obtained information to build the group of recommended
processes.

In [40], the authors state that there are few tools for
monitoring the performance of HPC systems at runtime.
According to the authors, performance data collected dur-
ing runtime can be useful to distribute and balance the
workload in different ways and for different purposes,
for example, to reduce power consumption. They build
an extension of the Integrated Performance Monitor-
ing (IPM) tool! that provides online runtime access to
application execution performance data through a set of
primitives. Thus, it is possible to take decisions on how
to guide computations according to the observed perfor-
mance state. The performance data collected by the tool
could be used to build a performance model to detect
anomalies.

The works in [41, 42] built on top of Tuning and Anal-
ysis Utilities (TAU) [43] are tools for online monitoring.
TAU is a profiling and tracing toolkit for performance
analysis of parallel programs. It is capable of gather-
ing performance information through instrumentation of
functions, methods, basic blocks, and statements as well
as event-based sampling. TAUg [41] considers the prob-
lem of runtime support for application level access to
global parallel performance data. It uses the MPI library
in order to share performance data among processes.
TAUg allows users to access one metric at a time and
only provides raw performance data. TAUoverSupermon
[42] also uses TAU as a monitoring system, and Super-
mon [44] is used to collect the distributed measurements.
This system provides information on performance from
different contexts and delivers the data to monitoring
consumers.

Table 1 summarizes all proposals and the main strate-
gies described in this section. The table also presents
DGRP. Our group system allows not only to deal with
faults, once it is built on top of ULFM, but also with
performance issues—the purpose is to keep a group of
processes that have a high probability of presenting
good performance. Checkpoint-restart, ABFT, and state-
machine replication strategies can all be applied on top
of the group of recommended processes, that is, our
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Table 1 Proposals and main strategies
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Related work

Main strategies adopted

FT-MPI (fault-tolerant MPI) [21],

Non-Stop and Fault-Resilient MPI (NR-MPI) [23],
Run-Through Stabilization (RTS) [25],

User Level Failure Mitigation (ULFM) [9],
Consensus Protocol [26-28],

Adaptive MPI (AMPI) [37]

Fenix [31,32]

Dealing with process faults using ABFT [30]

Ferreira et al. [34], P2P-MPI [35], Fiala, et al. [36], Silent error [36]
Gioiosa et al. [5], Aguilar et al. [40], TAUoverSupermon [42]

DGRP

Primitives for dealing with fault tolerance at the application
level

Checkpoint-restart at the application level
Algorithm-Based Fault Tolerance (ABFT)
State-machine replication

Monitoring system for performance

Monitoring system that recommends a group of processes to
run an application

contribution is orthogonal and can be used by these
strategies. The next section presents DGRP in detail.

The Dynamic Group of Recommended Processes
In this work, we describe a strategy for identifying and
maintaining a Dynamic Group of Recommended Pro-
cesses (DGRP) in MPI-based HPC systems. DGRP was
inspired by group systems such as Isis [11]. The similarity
is in the sense that a DGRP is a process group with self-
managed membership. However, Isis and other related
systems present so many expensive features that are not
required by a DGRP (virtual synchrony, atomic/causal
broadcast primitives, different levels of consistency, etc.);
thus, we believe they fall into a completely different cate-
gory. DGRP is simply a self-managed group of processes
that allocates the tasks of the next computing round based
on test results. A DGRP can be also seen as a worm-
hole [12] consisting of a dynamic set of processes that
are good enough to execute tasks of the parallel MPI
application. The wormholes distributed system model was
proposed by Verissimo [12]. According to this model, cur-
rent network environments often present a spectrum of
synchrony that varies from components that present per-
fectly predictable behavior to those that have a completely
uncertain behavior. These properties can be defined in
time, i.e., during the timeline of their execution, sys-
tems become faster or slower, presenting lower or higher
bounds to execute. These properties can also be defined
in space: some components are more predictable and/or
faster than others and actions performed in or among
these nodes present better defined and/or smaller bounds.
In the wormholes model, different loci of the system have
different properties which correspond to different sets of
assumptions.

The DGRP system model is defined based on system-
level diagnosis theory; a brief overview of the key con-
cepts of diagnosis is presented next. This is followed by

a description of the proposed DGRP and the proposed
model.

System-level diagnosis: a very brief overview

System-level diagnosis is an approach for system monitor-
ing based on the execution of tests among the system units
[14, 45]. The set of test results is called the syndrome. By
processing the syndrome, it is possible to determine which
nodes are faulty or fault-free (fault-free means behaving as
expected, according to the specification). The first system-
level diagnosis model, the PMC model [46], was proposed
50 years ago. Since then, a large number of models,
approaches, and theoretical results have been presented
and applied to an enormously broad spectrum of con-
texts, from the diagnosis of chip defects at the wafer-scale
integration level to diagnosis of multiprocessor comput-
ers based on several topologies to monitoring computer
networks, among many others.

The PMC model defines a diagnosis model for a sys-
tem S that consists of a set of N independent units that
execute tests on each other. A test involves the controlled
application of stimuli and the observation of the corre-
sponding responses from the tested unit. In fact, a test is
defined as a “diagnostic program” tailored for each system.
The PMC model assumes that a fault-free unit is able to
execute tests and report test results reliably. No assump-
tions are made about tests executed by faulty units, that is,
they may produce incorrect test outcomes. The definition
of which units test which other units is called the connec-
tion assignment and is represented by a direct graph. The
syndrome is processed by a reliable external entity which
diagnoses the system, that is, determines the state of all
system units. A system is said to be ¢-diagnosable if up to
t faulty nodes can be correctly diagnosed.

In adaptive diagnosis [47], instead of always executing
a fixed set of tests, a node determines which tests they
will execute based on the results of previously executed
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tests. In distributed diagnosis [48], fault-free nodes pro-
cess the syndrome in order to diagnose the system (the
original PMC model employs a central observer responsi-
ble for that task). Nodes execute tests and exchange test
results with each other. Later, adaptive and distributed
diagnosis models and algorithms appeared that allowed
the theory to be implemented to monitor computer
networks [49].

A node running an adaptive and distributed diagnosis
algorithm executes tests at a periodic testing interval. A
testing round is the interval in which all fault-free nodes
have executed their assigned tests. If an event corresponds
to a fault-free node becoming faulty or vice versa, the diag-
nosis latency is the number of testing rounds it takes for all
fault-free nodes to diagnose an event. Most adaptive and
distributed diagnosis algorithms present the diagnosabil-
ity equal to N — 1, i.e,, even if all but one node are faulty,
diagnosis still completes correctly.

DGRP: description

DGRP is based on a distributed and adaptive system-
level diagnosis model. Processes execute tests among
themselves in order to determine whether they are rec-
ommended or non-recommended. In other words, a test
procedure is defined to measure whether the behavior
of a given process is good enough for the application at
hand, if it is then the tested process is recommended. A
process that is in the DGRP has not been tested as non-
recommended by any other DGRP process. Processes that
are tested as non-recommended are thus removed from
the DGRP. Figure 2 shows a DGRP formed by nodes 0, 2,
5,and 7.

A process not in the DGRP that is tested as non-
recommended for ¢ consecutive tests by others can rejoin
the DGRP after a round of consensus executed by DGRP
processes. Figure 3 shows a DGRP formed by nodes 2,
5, 6, and 7. Comparing DGRP of Fig. 3 with that of
Fig. 2 process 0 was tested as non-recommended and was

-

Fig. 2 DGRP formed by nodes 0, 2, 5, and 7
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Fig. 3 DGRP formed by nodes 2, 5,6,and 7

removed from DGRP. On the other hand, process 6 was
reintegrated to the DGRP.

Processes in the proposed model execute in comput-
ing rounds, in which tasks of the parallel application are
executed, along with diagnosis, as shown in Fig. 4. In
this figure, we show the application process executing (in
black), diagnosis is being concurrently executed (shown
in blue), and the barriers at which processes synchronize
(vertical bars). In a computing round, the parallel applica-
tion is executed up to a barrier, which is an abstraction
that allows processes to synchronize, i.e., a process only
goes through a barrier after all processes have arrived at
the barrier. Diagnosis runs concurrently, as an underly-
ing monitoring system. As processes arrive at a barrier,
they check the DGRP composition in order to reassign
tasks among recommended processes. The barrier can be
configured to determine how much time is spent on a
computing round, for example, taking into consideration
the expected MTBE.

DGRP: system model
The system is represented as a complete undirected graph
G = (V,E); the set of vertices V corresponds to the set of
processes and an edge i,j € E | i,j € V represents the abil-
ity of processes i and j to communicate directly, without
intermediates. The system is not synchronous, i.e., there
are no known bounds on message transmission delays and
the relative speeds of processes. Communication channels
are unreliable. Process i can be in one of two possi-
ble states: recommended or non-recommended. A process
executes a test procedure on another process in order to
determine its state. A tested process that passes a test is
classified as recommended; otherwise, it is considered to
be non-recommended. An event corresponds to a process
state toggling from recommended to non-recommended
or vice versa.

Tests are executed at periodic testing intervals, e.g.,
10 ms or 3 s. At each testing interval, a recommended
process in the system executes tests on other processes,
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according to the connection assignment or testing graph.
The testing graph T = (V,A) is a directed graph in
which the set of vertices V' corresponds to the set of pro-
cesses. A directed arc (i,j) € A corresponds to a test node
i has executed on node j. Each process employs its local
clock to determine the testing interval. The test procedure
is assumed to be complete enough for the tester to assess
the state of the tested process (from its point of view).
Thus, the specification of a test often depends on the sys-
tem technology. A testing strategy defines which tests are
assigned to which testers. A testing round is defined as
the period of time by which every recommended process
in the system has executed its assigned tests. The diag-
nosis latency is defined as the number of testing rounds
required for all recommended nodes in the system to
complete the diagnosis of an event.

Each process stores information about the states of
all other processes locally. Actually, each node stores a
counter of events [50]; initially, every process is assumed
to be recommended and the corresponding counter is
set to 0; after an event is detected, the counter is incre-
mented to 1 (the new state is non-recommended) and so
on. An even counter corresponds to a recommended pro-
cess and an odd counter to a non-recommended process.
A recommended process that receives diagnostic informa-
tion from another recommended process checks whether
the state counter of any process is greater than that cur-
rently maintained locally. In this case, the state counter
is updated with the new information. Counters help the
identification of how often a process has been toggling
states.

The Dynamic Group of Recommended Processes - DGRP
is defined as follows: If process i € DGRP then Vj € DGRP
| j tested i, i passed the test, i.e., i is tested as recom-
mended by all recommended processes. After a recom-
mended node is tested as non-recommended by a process
€ DGRP, the tester disseminates this event information
to all other processes in the DGRP. Our implementation
employs reliable broadcast to disseminate newly detected
events. A tester waits until all its tests are executed to
report all events by reliably broadcasting a single mes-
sage with all information. Using the received information,
recommended processes update the DGRP membership.

Note that information received from processes ¢ DGRP is
ignored.

Note that this diagnosis model allows two different rec-
ommended (fault-free) processes (for example i and node )
to test a given process (for example, k) in the same
round and obtain different results. In this case, as diag-
nosis information reaches both nodes, the tested node (k)
is removed from the DGRP before the next computing
round.

A non-recommended process can rejoin the DGRP if
it is tested as recommended for a sequence of ¢ testing
rounds, and after these rounds, the DGRP processes exe-
cute consensus to agree on the recommendation of the
process. In our implementation, we used Paxos [51] as the
consensus algorithm.

DGRP implementation and case study

In this section, we describe a DGRP implementation. As a
case study, we implemented the parallel sorting algorithm
HyperQuickSort on top of DGRP.

DGRP implementation

DGRP was implemented using MPI. Each MPI process
i belongs to a single MPI communicator and has a
unique identifier, called the rank. The communicator is
the data structure that defines the communication con-
text and the set of processes that belongs to this context.
Processes exchange messages using the point-to-point
communication primitives primitives MPI_Send()
and MPI_Recv (), which in turn use the network trans-
port (e.g., TCP).

Each process i maintains in the local array syndrome,] ]
information about the test outcomes of all processes. An
entry syndrome,[ j] returns the counter of events for pro-
cess j. Initially, all counters are set to 0 assuming the
processes are recommended; after a test is executed, if the
tester detects that an event has occurred on the tested
node, the corresponding counter is incremented. Note
that if syndrome,[j] is even, then j is considered to be
recommended by i; otherwise, it is considered to be non-
recommended. Process i may obtain the syndrome from
other processes. If syndrome/[k] > syndrome;[ k] then
process i updates its local entry.
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A tester uses its local clock to measure the total time it
takes to receive the corresponding reply. A recommenda-
tion threshold is adaptively computed based on how long
the tested node takes to reply. A node is considered to be
non-recommended if the test reply takes more than the
threshold to arrive. A timeout is also employed and is also
computed for each tested node adaptively. Timeouts are
important so that a tester does not wait indefinitely for a
reply. Note that MPI by itself does not recognize network
faults, for instance if the link between two processes is
broken and one process is waiting for a message from the
other process it will keep waiting indefinitely.

In our implementation, both the recommendation
threshold and the timeout are computed using a similar
version of TCP algorithm [52—54], with an added factor to
increase the delay tolerance, as described next.

In Algorithm 1, start_time and arrival_time are the
local clock times at which a test is started and the corre-
sponding reply arrives at the tester, respectively. Variable
test_time corresponds to the time a tester takes to receive
a reply. Variable mean maintains the weighted mean of
the time to receive replies. The dispersion of the time to
receive a reply is kept in variance and is also computed
as a weighted mean. The higher the variance, the larger
the timeout. Constants « and B were assigned 0.9 and 4,
respectively, which are frequently used as approximations
of the original values proposed by Jacobson [52]. Variable
threshold is computed by adding the timeout to a fac-
tor defined by the user. This factor is frequently added to
avoid false positives, i.e., incorrect suspicions.

Algorithm 1 Timeout and threshold (for each process p
testing q)

Initialization
test_time < 0O
mean < 0

1:

2 {time to complete a test}
3

4 variance < 0

5

6

{weighted mean}

timeout < 0
threshold < 0

7: Begin
. test_time <— arrival_time — start_time
9.  mean < (o *x mean) + (1 — «) * test_time
10:  variance < « % variance + (1 — ) * |mean —
test_time)|
11:  timeout <— mean + f3 * variance
12:  threshold < timeout+ getFactor()
End

The implementation was based on a fully connected
test assignment, i.e., each node tests all others. To be
considered recommended, the tested process must reply
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correctly and within the time interval defined by the rec-
ommendation threshold. At the end of a testing interval, if
a tester has detected events in which at least one process is
considered to be non-recommended, it reliably broadcasts
the information to the other processes.

If a process not in the DGRP (i.e., non-recommended)
is tested as recommended for ¢ consecutive testing inter-
vals, the DGRP processes run a consensus round to pos-
sibly reincorporate the process to the DGRP. Note that
consensus is executed within the DGRP. We claim that the
DGRP corresponds to a wormhole that preserves the tim-
ing properties required to run consensus effectively. The
leader is the DGRP process with the smallest rank. Ini-
tially, the leader receives a request from a DGRP process
that triggers the execution of consensus, sending the pro-
posal to the other processes in the DGRP. If extra requests
are received by the same process, they are ignored. A
participant agrees with the proposal if it has tested the
process as recommended for more than ¢ /2 consecutive
testing rounds. The leader waits for replies, and if the
majority of the processes currently in the DGRP agrees,
the decision is sent.

HyperQuickSort algorithm
HyperQuickSort is a parallel sorting algorithm that
employs a hypercube as a logical topology representing
the communication among the processes [17]. In our
implementation, HyperQuickSort adapts itself and con-
tinues its execution even if up to N — 1 processes become
non-recommended/crash; N is the total number of pro-
cesses running the algorithm. Figure 5 shows the DGRP
architecture with HyperQuickSort as the application.

HyperQuickSort executes in sorting rounds which cor-
respond to the computing rounds in the DGRP execution
model. We use the MPI_Barrier to implement the bar-
rier described in our model which separates a computing
round from a diagnosis round.

The sorting problem on the hypercube consists in
using a set P of processes, P = {bg,b1,...,bp _ 1},

HyperQuickSort

DGRP
Monitoring

MPI

Cluster

Fig. 5 Proposed system architecture
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where |P| is a power of 2 to sort a list K of numbers
K = A{ag,a1,...,ar —1}. Initially, the |K| numbers are
divided equally between the |P| processes. Each process is
responsible for sorting a list of % numbers. Sorting is exe-
cuted in rounds, in which each process i exchanges with
process j part of its assigned list using a pivot number. At
the end of log, P sorting rounds, the lists are sorted so that
in each process b;, the largest number is less than or equal
to the lowest number on process b; + 1,0 < i < |P| — 2.
Algorithm 2 shows HyperQuickSort’s pseudocode.

Algorithm 2 HyperQuickSort (for each process p run-
ning in parallel)

1: Initialization
2 dim < log, |P|
3 rank < process_id

{Hypercube dimension}

{Each process has a unique id between

0..24im _ 1)
4: list < K {Original list number at each process}
n < |K| {List size at each process}
6: Begin

7. quicksort(list, n)

s:  while dim > 0 do

9: cluster; < processes(rank, dim)

10: root_process < root(rank, dim)

11: if rank == root_process then

12: pivot < median(/list)

13: broadcast(root_process, pivot, cluster;)

14: create_lists(higher_list, lower_list, list, pivot)
15: partner < rank @ 2(@m=1)

16: if rank > partner then

17: send(lower_list, partner)

18: receive(new_higher_list, partner)

19: list < union(higher_list, new_higher_list)
20: else if rank < parter then
21: send(higher_list, partner)
22: receive(new_lower_list, partner)
23: list < union(lower_list, new_lower_list)
24 dim <« dim — 1
25: quicksort(list, n)

End

Initially, each process locally orders its list (line 7). The
processes are organized in virtual clusters of sizes that
decrease by a power of 2 at each sorting round (line 9).
Figure 6 shows the cluster sizes for a 3-dimensional hyper-
cube. In the first round, there are eight processes in a
single cluster. In the second round, there are two clus-
ters with four processes each. In the last round, there are

Page 9 0of 16

four clusters that group two processes each. For each dim
round, the algorithm runs the following steps.

Clusters are formed in the respective sorting round
(line 9). In a sorting round, the process with the lowest
rank in each cluster is defined as the root process (line 10).
The root process distributes its pivot (number) to the
other processes in its cluster (lines 11-13). The pivot is
the medium element of the list (line 12). After receiving
the pivot, each process divides its list into two lists: a list
of numbers less than the pivot and another list of numbers
greater than the pivot (line 14). Then, each process finds a
partner within the cluster using an exclusive or operation
on its rank (line 15). The lowest rank process sends the list
with numbers greater than the pivot to the partner with
a higher rank and receives the list of numbers less than
the pivot from the partner (16-23). After this exchange
of lists, each process merges the received list with its list
number that was not exchanged (line 19 and 23). Then,
each process sorts its new list (line 25).

Figure 6 shows an example execution of HyperQuick-
Sort for 8 processes. It takes 3 rounds to complete sorting
these numbers. In the first round, there is 1 cluster with 8
processes, and process 0 is the root process. The follow-
ing pairs of processes are established and exchange their
lists according to the pivot received from process 0: (0, 4),
(1, 5), (2, 6), and (3, 7). All processes rearrange their sub-
sets of numbers to sort. In the second sorting round, there
are two clusters each with 4 processes. Processes 0 and 4
are the pivots of their respective clusters. Each root pro-
cess sends its pivot number to the other processes of its
cluster. So, the lists are exchanged between the process
pairs in sorting round 2. Finally, in the third round, the
whole process is repeated considering clusters and process
clusters in accordance with sorting round 3. The execu-
tion of HyperQuickSort using a DGRP is described next.

HyperQuickSort using DGRP

At the beginning of each sorting round, each process
has a list containing the non-recommended processes.
Given the DGRP composition (some processes are rec-
ommended, others non-recommended, and only recom-
mended processes run the algorithm), a mapping function
was implemented to define the partners p; and p; in a
sorting round. In this mapping, each recommended pro-
cess becomes responsible for sorting lists of numbers
that were supposed to be sorted by non-recommended
processes. A process p; can handle up to n — 1
non-recommended processes (in case only one process
remains recommended). Process p;, besides performing
its tasks according the algorithm, also performs the task
of the non-recommended process. A process p; also
needs to know process p;, which assumes the tasks of
a non-recommended process. To implement these tasks,
we employed the C;; function defined in [49]. The C;;
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Fig. 6 Parallel sorting with HyperQuickSort

Sorting round 2

Sorting round 3

---------- cluster

function helps determining the clusters to which process
i belongs in sorting round s considering only recom-
mended processes. C; is a function executed by node i
that returns the sequence of nodes in its s-¢4 cluster clus-
ter. For instance, this function executed by node 0 returns
node 1 (the node to be tested by node 0) when s is equal to
1.

. —1
Cis = (l D 25 ’Cie925*1,1’ ey CiGBZS’l,S—l)

The c;s function considers that the processes are logi-
cally organized in a hypercube: i represents a process p;
and s is related to a particular sorting round. Initially,
s = dim. The symbol @ represents the binary oper-
ation XOR. Table 2 shows an example of c¢;s applied to
a 3-dimensional hypercube, i.e., a hypercube with 8 pro-
cesses. For example, the process pg for s = 3 has the
following result: 4, 5, 6, and 7. That means that process pg
and p4 are partners in sorting round 3 whether both are
recommended.

The partners in each sorting round are established
according to Algorithm 3. As the algorithm shows, the
partner of a process p; in sorting round s is the first rec-
ommended process in c¢;s. Therefore, for the first sorting
round, process pp must exchange its list number with the
first recommended process in ¢ 3. If ps is recommended,
then po and p4 are partners and exchange its list number
according to lines 16-23 in Algorithm 2 (assuming pg also
is recommended). However, if p4 is non-recommended,
then pp must exchange its number list with process ps.
But, if both ps and pg are non-recommended, then pg does
not exchange its list with any process in the correspond-
ing sorting round. Each recommended process performs

Table 2 C;; for a system with 8 processes
s Cos Cis Cos G Cas Css Cos Crs
11 0 3 2 5 4 7 6

2 23 32 01 10 67 76 45 54
3 4567 5476 6745 7654 0123

a local checkpoint on a shared file upon finishing its task
in a sorting round.

Algorithm 3 Function to find a partner in a cluster dim

: Function partner(rank, round)
: nodes < Crank,round
. while j < size(nodes) do
if nodes[j] ¢ non-recommended then
return nodes|j]
j<Jj+1

1
2
3
4
5
6
7
8: return L

Algorithm 4 Function to replace a partner in a cluster dim

1: function replace(rankNon-recommended, dim)
2 s« 1
3. while s < dim do
4: ] «~ 0
nodes < CrankNon-recommendeds
while j < size(nodes) do
if nodes[j] ¢ non-recommended then
return nodes|j]
j=Jj+1
10 s<s+1
11: return L

Y ® N d

The process which replaces a non-recommended pro-
cess in a corresponding sorting round is chosen accord-
ing to Algorithm 4. A non-recommended process p; is
replaced by the first recommended process in c;, starting
from s = 1 and i is the identifier of a non-recommended
process. If there is no recommended process in clus-
ter s, then s is incremented until a recommended pro-
cess is found. For example, considering the first sorting
round and processes po and pa, if process ps is non-
recommended, then ps assumes p4 tasks in the corre-
sponding sorting round (c4;1 = 5, see Table 2). However,
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if p5 is also non-recommended, then py is replaced by pg
because py is the first recommended process in ¢4,3.
Another example is given next. Suppose process 2 is
non-recommended in the first sorting round. This round
corresponds to the largest cluster (s = 3), as shown
in Fig. 6. In this sorting round, processes py and pg are
supposed to form a pair whether both are recommended.
However, the first recommended process in cg 3 is process
p3,ie c63 = 3. Process p3 is responsible for process p»
because it is the first recommended process in c31. Then,
process ps is then assigned the task of process po. Process
ps then reads the list number of process p» and communi-
cates with process p¢ replacing process 2. Remember that
process p3 also performs its task with process p; because
both p3 and p; are recommended in that sorting round.
At the end of each sorting round, each process saves its
sorted list on a shared file system. After completing their
tasks in a sorting round, each process reaches a barrier.

HyperQuickSort using ULFM

Next, we briefly give an overview of how we imple-
mented HyperQuickSort using ULFM. A function
similar to MPI_Barrier is used to detect process
faults. Whenever this function returns an error code
(MPI_ERR PROC_FAILED), the MPI communicator is
revoked (MPI_Comm revoke ()). This function makes
the MPI communicator invalid. After this, all pro-
cesses call an agreement function (MPI_Agree()).
MPI_Comm_agree executes a collective operation
between the correct processes of the communicator. This
function notifies processes that the communicator is
invalid. The routines MPI_Comm failure ack () and
MPI_ Comm_failure get acked() are used to iden-
tify which processes within a communicator are faulty.
After that, the MPI Comm shrink () routine allows the
application to create a new communicator, eliminating
all the failed processes. This primitive is collective and
executes consensus to ensure that all processes have
the same vision of the new communicator. A consensus
algorithm implemented in ULFM is the one proposed by
Herault et al. [26].

Results

In this section, we present experimental results obtained
from running the DGRP implementation described in the
previous section. The experiments were executed on the
LCPAD-UFPR cluster. This is a multi-user shared clus-
ter that runs applications of several users simultaneously.
The cluster consists of 18 machines each of which with
32 Intel(R) Xeon(R) CPU E5-2670 cores at 2.60 GHz with
128 GB of RAM and 20480 KB of cache, interconnected
by a Gigabit Ethernet network. The code was written in
the MPI/C language. We employed the Open MPI library
version 1.7 extended with ULFM?.
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Two sets of experiments are presented. The first set
consists of results for DGRP itself, including the perfor-
mance of monitoring. The second set consists of results
obtained for the execution of the MPI implementation of
HyperQuickSort using DGRP and using ULFM.

DGRP: monitoring
In this subsection, we present results for the DGRP imple-
mentation with a focus on monitoring. Each machine
executes a single process; hosts/processes are assigned
identifiers from 0 to 17. The testing interval was set to
1 s. The test procedure consists of the computation of
the prime numbers between 1 and 1000. As mentioned
above, the recommendation threshold is computed using
the TCP timeout algorithm multiplied by a constant; ini-
tially, it was set to 8 s. As soon as the tests are executed
and the actual delays to receive test replies are measured,
the threshold gets closer to the mean time testers take to
receive a reply. This takes a couple of testing rounds. A
process is classified as recommended if it correctly sends
the test reply within the threshold interval. Otherwise, it
is classified as non-recommended. For all experiments, ¢
(the number of times a process must be tested as rec-
ommended before it can rejoin the DGRP) was set to 5
(¢ = 5)

Figure 7 shows the results for process 1 testing process
0 for 150 consecutive testing intervals. In this experiment,
we employed a recommendation threshold that is very
close to the time to execute a test. The continuous black
curve shows the time to a complete test. The dashed red
curve shows the corresponding recommendation thresh-
old. It is possible to conclude from the several peaks in

Process 1 testing process 0

20
|

—— Testtime
--- Threshold

15

Time in miliseconds
10

T T T T
0 50 100 150

Testing intervals

Fig. 7 Process 1 tests process 0
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time to test curve that the process 0 very frequently takes
longer to reply than expected. The curves also show that
the recommendation threshold is updated according to
the variation of the time to test. Despite of this adaptation,
the time to test does exceed the threshold on some points,
and when this occurs, process 0 ends up being classified
as non-recommended by process 1.

Next, we present results obtained from monitoring the
18-node cluster for 30,000 consecutive testing intervals.
For this and the next experiments, the threshold was set to
two and a half times the value computed using TCP’s time-
out algorithm. In this experiment, process 11 remained
recommended during all testing intervals. Process 2 in the
end was classified as recommended, but it was the process
that most often became non-recommended, alternating
its status 11 times. Figure 8 shows the point of view of pro-
cess 11 (tester) about process 2 (tested). Figure 9 shows
the point of view of process 6 (tester) about the process 2
(tested). Process 6 tested process 2 as non-recommended
seven times. On the other hand, process 11 did not test
process 2 as non-recommended even once.

Figure 10 shows the point of view of process O (tester)
about process 11 (tested). Comparing results in Figs. 8 and
9 with those in Fig. 10, it is possible to see that in the first
two figures, process 2 presents a significant variation of
the time to send test replies. In Fig. 10, process 11 presents
little variation, a more stable behavior.

From the experiments, we learned that in the cluster,
the hosts with lower identifiers had almost always most
of their cores busy running jobs. Table 3 below correlates
the cluster load with the state of each process at the end
of the experiment. Each host has 32 cores. It is possible
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Fig. 9 Process 6 tests process 2

to see that the host in which process 2 runs (hosty) has
all its cores running jobs. This may explain why pro-
cess 2 presented the behavior described above. We could
conclude that processes that became non-recommended
fewer times were running on hosts with fewer jobs.
Figure 11 is a zoom on Fig. 9 and shows process 6 testing
process 2 from testing interval 13,200 to 13,700. It is pos-
sible to see that process 6 detects twice the instability of
process 2 (blue circles in Fig. 11). In testing round 13,226,
the test delay was 62.39 ms and the recommendation
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Table 3 Cluster load and test results

Consensus for node 2
host No. of jobs running state
hostg 9 6 2
host, 33 10
hosty 33 22 ®
—6— Zeta for node 0
hosts 32 14 Paxos
hosty 32 12 o
hosts 32 12 = R -~
5}
N
hostg 3 2
< - b
host 2 4
pa
hostg 3 6
hostg 4 6 “ f
hostio 8 6 I
host1 5 0 ©
T T T T T T T
hosti, 32 6 0 5000 10000 15000 20000 25000 30000
hosti3 2 2 Testing intervals
hosty4 1 2 Fig. 12 Zeta for node 2
hosts 31 12
hostig 31 8
host17 31 14 consensus execution is triggered to possibly allow process

threshold was equal 48.42 ms. In testing round 13,641, the
test delay was 68.16 ms and recommendation threshold
was equal to 62.1 ms.

Every time, non-recommended process 2 is tested as
recommended process 6 incremented the corresponding
counter. Figure 12 shows the variation of this counter.
When the counter reaches the target constant { = 5, a
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2 to rejoin the DGRP. Process 6 invoked Paxos nine times
in order to change the state of process 2 back to recom-
mended. Twice, process 6 voted favorably to reintegrate
process 2 to the DGRP. As previously mentioned, if a par-
ticipant has the counter greater than ¢/2 then its vote is
favorable. From testing interval 5000 to 8500, process 2
changed its state five times.

Figure 13 shows how the DGRP composition varied
along the 30,000 testing intervals. A zoom showing the
DGRP composition between testing intervals 1200 and
1300 is also shown. At the beginning, all 18 processes
are in the DGRP. Several times, one process was removed
from DGRP. A greater instability can be perceived in

15 20

Processes in DGRP
10
|

Testing rounds

Fig. 13 DGRP composition variation
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testing round 1271, when DGRP consists of only four pro-
cesses. Soon after that, the recommended group recovers.
In testing round 1.298, the DGRP is formed by eight pro-
cesses. A similar situation happens again in testing round
13,149, when DGRP consists of only three processes.

Performance of HyperQuickSort over DGRP and ULFM

The performance of HyperQuickSort on top of DGRP was
evaluated both considering that non-recommended pro-
cesses can later rejoin the DGRP and have tasks assigned
and also considering that the non-recommended pro-
cesses are removed forever from the DGRP. For measuring
the overhead of DGRP, we also evaluated the performance
of HyperQuickSort using ULFM. In this implementation,
ULFM excludes faulty processes allowing the computa-
tion to proceed but they are never used again, i.e., in
this case, new processes are not launched to replace
faulty ones. HyperQuickSort was executed to sort 1 billion
integers.

Figure 14 shows the performance of HyperQuickSort
running on 16 processes. The 95% confidence interval is
shown for results. The following scenarios were executed:
(1) only recommended processes, (2) only one process
becomes non-recommended, (3) half of the processes
become non-recommended, and (4) only one process
remains recommended. Instability was injected randomly
during the algorithm execution; it was implemented by
killing our own application processes or making them
take longer to reply. As shown in Fig. 14, the darker bar
presents the performance of ULFM. The bar in the mid-
dle shows results for the implementation on DGRP that
eliminates non-recommended processes forever, i.e., with
no recovery. The lighter bar shows the performance of

o
o
= Implementations
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g | @ DGRP no recovery
e O DGRP
S
©
8
5
8 o 1
» S -
f= ©
S 1
£ -
i o
o
S 4
<
o
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Non-recommended processes
Fig. 14 Results for 16 processes sorting 1.024 x 10° integer numbers
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DGRP with non-recommended processes later rejoining
the DGRP.

The overhead of DGRP is around 9% when we com-
pare HyperQuickSort using ULEM with DGRP with no
recovery. On the other hand, in the last two scenarios, the
execution time of HyperQuickSort when processes can
later rejoin the DGRP is lower than the performance of
DGRP with no recovery. This is because even if a pro-
cess does not participate in a sorting a round, it can be
reintegrated in a subsequently sorting round.

Conclusion

In this work, we introduced a new approach for recom-
mending a group of processors to run applications in
MPI-based HPC systems. The recommendation is based
on tests executed on processes that eliminates both those
that have crashed and those that are presenting slow
responsiveness. A DGRP is defined as a self-managed
dynamic group of recommended processes that employs
monitoring and reconfiguration at runtime, allowing the
application to keep running even as processes become
non-recommended and are removed from the DGRP. A
non-recommended process can later rejoin the DGRP if it
passes a sequence of tests and after a round of consensus
executed by DGRP processes. The application execution
is organized in computing rounds that use barriers to
allow processes to synchronize, obtaining a fresh view of
the DGRP so that the application jobs can be properly
assigned to DGRP processes. Actually, the barrier can be
easily removed, but the removal would make it more com-
plex to describe the proposal. As they are used, they make
it very easy for processes to obtain the same DGRP view.
In order to remove the barriers, we need to create a call-
back system, i.e., as soon as an application process gets
a different view than expected, it needs to tell the others
about the reconfiguration. As a case study, we imple-
mented HyperQuickSort and report results from execu-
tions on a shared HPC cluster. DGRP is implemented on
top of ULFM, a recent specification for dealing with faults
in MPI systems. Results show that the proposed model is
efficient and effective.

Several different aspects of running resilient MPI appli-
cations on a DGRP can be explored as future work. First
of all, we believe the model itself can be extended so that
the DGRP can use more information from the diagnosis
system. For example, the fact that some processes eventu-
ally present much higher state counters can help classify
a process as stable or not. On another front, we believe
that the definition of MPI primitives to allow tasks to be
mapped to DGRP processes can make it straightforward
to allow arbitrary parallel applications to use the DGRP,
in particular we believe it is possible to extend ULFM to
include the DGRP functionality. Running other parallel
algorithms, using other diagnosis strategies besides those



Camargo and Duarte Jr. Journal of the Brazilian Computer Society (2018) 24:5

presented in the paper and exploring other strategies to
maintain DGRP should also be done in the future. As
mentioned above, the barrier can also be removed from
the DGRP specification and replaced by a callback sys-
tem, i.e., as soon as an application process gets a different
view than expected, it needs to tell the others about the
reconfiguration. Future work also includes investigating
the applicability of DGRP to Spark [55] and Hadoop [56]
which have become increasingly important frameworks
for parallel and distributed computing.

Endnotes
T http://ipm-hpc.sourceforge.net
2http://fault-tolerance.org/ulfm/downloads/
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