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Background: Parallel processing in the era of many-core processors demands high-performance networks-on-chip
and parallel communication based on intra-chip message passing. In this context, wireless networks-on-chip
(WiNoCs) emerge to improve inter-core communication, bringing high bandwidth and low power consumption. In
order to increase application performance, WiNoCs can support single-hop or multi-hop communication. The main
issue is related to the performance of each communication architecture in the face of different parallel workloads. For
this reason, the goal of this work is to evaluate and compare single- and multi-hop WiNoC architectures using parallel

Methods: The methodology is based on simulations done using the well-known simulator Network Simulator 2
(NS-2) and applications from NAS Parallel Benchmarks (NPB). The WiNoC architectures are based on 2-D mesh
topology and ultra wide band (UWB) radio technology. The inter-core transmission is evaluated concerning unicast
communication (1:1 and N:1) and broadcast communication (1:N and N:N). This work has, as contribution to the
state-of-the-art, the evaluation of both WiNoC designs (single- and multi-hop architectures) with parallel applications.

Results: Based on our results, the single-hop architecture has lower communication delay than the multi-hop version,
and for some workloads, there were no packet losses. However, to achieve high-performance communication, the
single-hop architecture consumed 63.12 J for the 256-node network, versus 0.22 J consumed by the multi-hop version.

Conclusions: Although single-hop WiNoCs reduce network bottlenecks and increase communication parallelism,
they are recommended when energy consumption is not a critical factor.

Keywords: Performance evaluation; Wireless networks-on-chip; Single- and multi-hop architectures; Parallel

Background

The search for better performance in computers and
the limits of single-core architectures, like power con-
sumption and restrictions in instruction-level parallelism,
favored the emergence of multi- and many-core architec-
tures [1-3]. In this type of architecture, a processor is
composed by several cores and each core is able to pro-
cess more than one instruction flow (thread) belonging
to an application. Therefore, parallel applications make
better use of the performance capabilities of multi- and
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many-core architectures, since concurrent parts of a
program can be executed simultaneously, reducing the
program’s total execution time.

In order for results to be generated during parallel pro-
cessing, information exchange between threads is often
needed. Messages can be exchanged in the following com-
munication patterns: 1 to 1, 1 to N, N to 1, and N to N
[4, 5]. An interconnection between cores must exist for
communication to occur.

Busses and crossbar switches are vastly used to con-
nect the cores in a multi-core processor [6, 7]. These
solutions are not applicable to many-core architectures
(processors with a very high number of cores), because
the increased number of cores demands an increase in
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wire length [8]. Lengthy wires generate more latency and
electrical resistance and make routing packets between
cores difficult, making the use of buffers and repeaters
necessary.

As a means for providing a more efficient core intercon-
nection, networks-on-chip (known as NoCs) were pro-
posed [9, 10]. NoCs are responsible for establishing packet
transmission-based communication between cores. In
this approach, each core is associated to a router con-
nected to other routers using wires through which pack-
ets travel to their destination. Networks-on-chip mitigate
wire-related problems and provide communication-level
parallelism.

The introduction of NoCs has reduced message deliv-
ery delay and network power consumption. However,
since wires were not completely eliminated, they
can still cause problems. Due to these wire-related
problems, wireless networks-on-chip (WiNoCs) were
proposed. In WiNoCs [11, 12], routers are associated
to cores and radio signals are emitted by antennas
(transceiver/receiver) to provide communication. Thus,
high-bandwidth message exchange between cores is pos-
sible, with reductions in power and energy consumption
[13, 14].

In parallel processing, performance is expected to
increase in the same proportion as the increase in number
of processor cores. However, this is not always possible
in practice, due to scalability limitations in applications,
communication limitations generated by programs during
execution, and network restrictions.

It is believed that single-hop WiNoCs may favor
some applications by reducing packet delivery latency,
as a result of a reduction in router workloads for
packet hops in communication between non-adjacent
nodes. Additionally, network overloads caused by unnec-
essary retransmissions so broadcasts can reach every
node are also reduced. On the other hand, by using
multi-hop communication, transmitters, receivers, and
signals can use less power, reducing total energy
consumption.

Our previous work [15] described the performance eval-
uation of single-hop WiNoCs. It was extended in order
to deepen the evaluation encompassing the comparison
with multi-hop WiNoCs. In this regard, the goal of this
work is to evaluate the performance of single-hop and
multi-hop WiNoCs by simulating the execution of par-
allel workloads in these architectures. Another goal is
to compare the results for both architectures, pointing
out pros and cons for each one. The contribution of
this article, therefore, is the proposition of single-hop
and multi-hop WiNoCs as an intra-chip communication
alternative in the context of parallel applications and the
WiNoC design method and evaluation for the related
state-of-the-art.
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Networks-on-chip overview

NoCs are communication networks based on packet
exchange, used to interconnect the cores of a many-core
chip [9, 16]. The main components of a NoC are:

a) routers — responsible for packet forwarding, accord-
ing to a chosen routing protocol, until packets reach their
destination;

b) network interfaces — responsible for connecting each
core to a router;

¢) links — short wires between routers that consist of an
interconnection medium.

Thread-level parallel applications explore the perfor-
mance of a multi-core architecture the best. When exe-
cuted, these applications are split into many instruction
flows (threads) that will be processed by the architecture’s
cores. During execution, threads communicate using the
network-on-chip according to collective communication
patterns (from an application behavior point of view)
defined by Duato [4]. Figure 1 presents the main commu-
nication patterns, which are:

a) I:1 (one-to-one) — a core in the network sends a mes-
sage to a single other core (unicast);

b) I:N (one-to-all) — a core sends a message to every other
core in the network (broadcast);

c) N:1 (all-to-one) — all of the cores send a message to a
designated core (every core sends a unicast message);

d) N:N (all-to-all) — all of the cores send a message to all
the other cores (every core sends a broadcast message).

11 1:N

<« >

N:1 N:N

Fig. 1 Main collective communication patterns [11]
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Freitas et al. [5] highlight the importance of knowing
how parallel applications explore the collective communi-
cation patterns. This concept is regarded as important in
the inception of general or specific-purpose NoCs, so that
programs can obtain the best possible performance in a
given architecture.

Ganguly et al. [17] show the increasing level of integra-
tion between cores in a NoC, which originates many-core
architectures. This makes the limitations that arise from
the use of wires become relevant again. These restrictions
represent a hindering factor for NoCs, because commu-
nication between distant cores occurs in multiple hops,
which naturally use more wires in message exchange,
increasing latency and energy dissipation. WiNoCs were
proposed in an attempt to solve the latency and energy
problems, eliminating wire-related obstacles and increas-
ing bandwidth at the same time.

Like NoCs, WiNoCs have routers physically connected
to cores. As shown in Fig. 2, the difference is the network
interface between routers, which in WiNoCs is an antenna
(transceiver/receiver) that emits radio frequency signals
to provide communication, reducing energy dissipation
and packet transmission latency.

Related work

WiNoCs were created with the goal of solving the
high-energy dissipation and high communication latency
problems that emerged from the evolution of multi-core
architectures into many-core architectures. Because the
establishment of communication between cores in a chip
is still a recent paradigm, many research works with dis-
tinct purposes are being conducted by the scientific com-
munity, targeting the development of more efficient and
scalable WiNoC architectures.

Our previous works [15, 18, 19] conducted WiNoC
studies using Network Simulator 2 (NS-2). Oliveira et
al. [18] executed simulations based on synthetic work-
loads to generate communication between cores. In the
other aforementioned works [15, 19], network traffic was
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generated by means of existent communication in parallel
applications.

Li [12] reports some of the existing differences in,
for example, WiNoC protocols, hardware, and topology.
Concerning topologies, according to the author, both
“pure” and hybrid (mixing wired and wireless connec-
tions) topologies can be found.

According to Ganguly et al. [17], if some or all wired
connections in a NoC are replaced with wireless high-
bandwidth single-hop connections, there will be a reduc-
tion in energy dissipation and latency, since these are
caused by the multiple hops necessary to accomplish mes-
sage exchange between distant cores. In order for the
distance between cores not to increase a lot, it is suggested
to split the network into smaller sub-networks as it grows.
The cores in a sub-network can be interconnected via
wires, since they will be physically close, and the commu-
nication between sub-networks is wireless. Also, Ganguly
et al. [17] present a performance evaluation comparing
NoC architectures with two different hybrid architec-
tures (one was designed based on mesh topology and the
other had a ring-star topology). For the comparisons, a
64-core architecture was simulated in a cycle-precise net-
work simulator. The workload was generated by packet
injection, with uniformly distributed spatial traffic. The
authors concluded that the proposed hybrid networks
can achieve higher performances than the compared NoC
architectures.

Carloni et al. [20] describe the opportunities and chal-
lenges of three emerging core interconnection tech-
nologies. The discussed technologies are 3-D topology,
nanophotonic (optical) communications, and wireless
connections. Regarding wireless connections, the advan-
tages of hybrid solutions were emphasized [17]. The
authors finished by stating that the three studied tech-
nologies are promising solutions to the traditional NoC
problems, but more research is necessary to overcome the
multiple challenges like system architecture and device
manufacturing.

Fig. 2 Main WiNoC components, adapted from [18]
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Pande et al. also analyzed hybrid NoC architectures [21].
The simulated networks had 128, 256, and 512 cores, and
for all of them the number of cores in each sub-network
was set to be 16, and only the number of sub-networks
varied. Sub-network cores were connected in a mesh
topology using wires. Wired and wireless connections
were used to connect sub-networks. The number of wire-
less connections varied between 1, 6, and 24. Initially, the
wireless links were randomly distributed and the distribu-
tions that obtained the best results were later determined.
The conclusion was that inserting long-ranged wireless
connections in a NoC significantly improves its perfor-
mance. Additionally, the performance gains are more
significant as the system grows in size.

A comparative study between wireless and optical NoCs
is presented by Deb et al. [22]. The experiments were con-
ducted in architectures of three sizes: 128, 256, and 512
cores; and with two workloads: uniform random traffic
and specific traffic applications. The latter is composed by
four distributions: HotSpot, Transpor, Fast Fourier Trans-
form, and Matrix. The authors concluded that WiNoCs
have higher bandwidth for all evaluated traffic patterns.

Another work proposing long-distance single-hop wire-
less communications in a NoC is presented by Wang
et al. [23]. To analyze the proposed network, an archi-
tecture with 100 cores split into 4 sub-networks was
simulated in a System-C-based simulator. Aiming to apply
the temporal and spatial distribution behaviors of practi-
cal applications, the authors used three traffic-generating
techniques: burstiness, injection with Gaussian distri-
bution, and hop distance. Simulation analysis indicated
that the addition of wireless routers between the sub-
networks generated throughput improvements, in addi-
tion to reducing energy dissipation and latency.

Zhao et al. [24] propose an architecture they denom-
inated McWiNoC (multi-channel wireless network-on-
chip), consisting of a WiNoC with ultra-short connections
using multi-channel UWB radio technology. In this
approach, communication between adjacent cores is
multi-hop. The authors also developed a routing algo-
rithm based on core location and a method to prevent
deadlocks. In order to evaluate the designed architec-
ture, the authors developed a simulator. In the simula-
tions, synthetic workloads were used. Results showed that
McWiNoC had better performance in comparison with
traditional NoCs.

A network split into sub-networks and interconnected
using wired and wireless connections is also shown by
Ganguly et al. [14]. The proposal consists of sub-networks
using mesh topology in which the cores are connected
to each other and to a central hub by wires. In the sec-
ond level of the network, all of the sub-networks are also
connected by wires in a ring topology. Initially, the avail-
able wireless connections are probabilistically distributed
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among pairs of hubs, based on the distance between them,
measured in number of hops. After network start-up, the
simulated annealing heuristic is used to reassign wire-
less connections for performance optimization. Tests were
conducted with 128, 256, and 512 simulated cores, varying
the number of sub-networks and the number of cores per
sub-network. Results showed that the proposed network
achieved better transfer rates and lower energy dissipation
and delay.

No studies were found in the literature that evaluated
multi-hop and exclusively single-hop WiNoC architec-
tures using workloads generated by parallel applications.
Only synthetic workload-based evaluations were found,
and the single-hop WiNoC proposals are part of hybrid
architectures. Thus, this work has, as state-of-the-art
contributions, the two proposed WiNoC architectures
(multi-hop and single-hop) with parallel workloads from
NAS Parallel Benchmarks (NPB), along with their design
method and evaluation. Besides, the results indicate which
approach to use for prototyping WiNoCs.

Methods

The performance evaluation methodology for single- and
multi-hop WiNoCs was based on the simulation model
and divided into three stages. The first stage involved the
selection and preparation of workloads, while the second
stage consisted in configuring an environment capable of
simulating WiNoC architectures. In the third and final
stage, the performance evaluation of simulated WiNoCs
with parallel workloads was made.

Selection and preparation of workloads

To evaluate the behavior of the proposed WiNoCs regard-
ing communication in existing parallel applications, we
decided to use some of the NPB kernels [25]. This choice
was due to these applications being indicated to evaluate
the performance of parallel supercomputers.

The chosen kernels were the following: Conjugate Gra-
dient (CG), Embarrassingly Parallel (EP), Fast Fourier
Transform (FT), Integer Sort (IS) and Multi-Grid (MG),
configured with class A problem sizes [26], and Message
Passing Interface (MPI) programming model.

These applications accurately represent the traffic
pattern in a WiNoC, since they cover all collective com-
munication patterns. As shown in Table 1, the 1:1 com-
munication pattern is well represented by the CG and
MG workloads. The N:N communication pattern is sig-
nificantly present in the EP and IS workloads. N:1 com-
munication makes up 42.38 % of the FT workload, which
is the most balanced between unicast (N:1) and broadcast
(N:N) communication. Although the 1:N communication
pattern is not abundant in the workloads, it is part of N:N
communication. In addition to the aforementioned ker-
nels, NAS is also composed, for instance, by the Scalar
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Table 1 Workload collective communication patterns

Workloads
Communication patterns CG EP FT IS MG
Unicast 1:1 99.98 % 0% 0% 269% 88.39%
N:1 0.02 % 0% 4238% 556% 0.13%
Broadcast TN 0.0007% 0.78% 1.10% 0.09% 0.03%
N:N 0% 99.22% 56.51% 91.68% 11.46%

Penta-diagonal (SP), Lower Upper Gauss-Seidel (LU) and
Block Tridiagonal (BT) applications with similar char-
acteristic and distribution of collective communication.
They were not used due to their size, rendering them not
viable to be run on the simulator for comparisons between
single-hop and multi-hop WiNoCs.

Simulator choice
This stage had the goal of looking for alternatives to sim-
ulate WiNoC architectures. Due to the recent proposition
of this interconnection model, there are no simulators
available that focus exclusively on this type of architec-
ture. Some authors [12] that conducted simulations using
WiNoCs opted to develop their own simulation tools,
which were designed to do very specific tasks and there-
fore are not applicable to this work.

For this reason, the alternatives were to either use NS-
2 (widely used network simulation tool) and adapt it to
the intra-chip context or to adapt an existing NoC simula-
tor to work with wireless communication. Although NS-2
has been used in other works in the last few years to sim-
ulate NoCs [27, 28], we found no studies that used it in
WiNoC simulations. In spite of that, NS-2 (version 2.29)
was proven to be more favorable due to the associated dif-
ficulties to implement, in a short period of time, all the
layers and protocols that constitute a wireless network in
a NoC-specific simulator.

Network simulator
NS-2 is a network simulator based on discrete events,
popular among academics for being free and open
source. The project started at Berkeley University and has
received the collaboration of many researchers. It is based
on the OSI model network layers, and several technolo-
gies were implemented on it, such as queuing policies,
routing protocols, transport agents (TCP - Transmission
Control Protocol and UDP - User Datagram Protocol),
wireless network protocols, and traffic-generating appli-
cations. Furthermore, it also has a graphical interface for
network visualization, called Network Animator (NAM)
[29].

NS-2 was implemented in two programming languages:
C++ and Otcl. Its core was written in C++, because it
is a more robust and dependable language, allowing for
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efficient, lower-level code to be developed. The simula-
tion scenario configuration module was written in Otcl,
which is an object-oriented, interactive, interpreted TCL
script language. With it, configuration parameters can be
altered for new simulations without recompiling the entire
simulator code.

To configure an NS-2 simulation, a TCL script is used.
In this script, users define the number of nodes in the
network, network topology, link type, transport agent,
routing protocols, type of traffic, among others.

NS-2 generates a network trace file as output, which
is like a log. In this file, information about every packet
that traveled through the network is stored. This infor-
mation encompasses the type of event (packets being
sent, received, or lost), timestamps, origin and destina-
tion addresses, energy consumption by the node involved
in the event, identifier, packet size and type, an identifier
for the message flow to which the packet belongs, among
others.

Evaluation metrics

The WiNoC simulations were evaluated according to
the well-known, established metrics in network research:
packets sent (percentage of sent packets), packets lost
(percentage of lost packets), injection rate (average num-
ber of bits injected in the network per second), throughput
(average number of bits received by the network nodes per
second), delay (packet delay from the origin to the destina-
tion in milliseconds), and energy consumption (per node
and for the entire network, in joules).

Preparation of parallel workloads

The kernels selected from NPB were set up and executed
with 4, 8, 16, 32, 64, and 256 processes in a multipro-
cessor cluster in order to record communication infor-
mation during execution (sender node, destination node,
timestamp, type of transmission, etc). These traces were
manipulated to generate the input traffic files for NS-2
simulations.

Simulated architectures

The draft of the multi-hop WiNoC architecture was con-
ceived by Oliveira et al. [11]. To design the single-hop
WiNoC architecture, we opted to change only what was
necessary so that communications stopped occurring in
multiple hops and were carried out in a single hop. The
performance of both architectures can then be compared
based only on this difference. Table 2 presents the main
features of both architectures and their differences.

Both the single- and multi-hop architectures use mesh
network topologies. The radio technology for the WiNoCs
is ultra wide band (UWB). Buffer size was fixed as 10
packets and each packet have a maximum size of 38 bytes
according to the state-of-the-art [24]. What differentiates
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Table 2 Characteristics of the simulated architectures

Parameter Value - multi-hop  Value - single-hop
WiNoC WiNoC

Topology Mesh Mesh

Distance between nodes 1 mm Tmm

Node size (core/router) 0.5 mm? 0.5 mm?

Ad hoc approach Multi-hop Single-hop

Radio Technology uws uws

Central frequency 3.6 GHz 3.6 GHz

Bandwidth 1 GHz 1 GHz

Antenna omnidirectional omnidirectional

Antenna height 3mm 3mm

Transmitter power 0.9 mwW Varies with network size

Transmitter signal power 0.9 mW Varies with network size

Receiver power 1.6 mW Varies with network size

Data rate 1.16 Gbps 1.16 Gbps

Queue policy FIFO FIFO

Maximum queue size 10 packets 10 packets

Maximum packet size 38 bytes 38 bytes

the single-hop WiNoC from the multi-hop network is the
fact that the single-hop architecture does not use rout-
ing protocols, while the multi-hop architecture uses the
XY protocol. Power expenditure was also altered, since
communication range in the single-hop network must be
larger due to the fact that communication must occur
in only one hop, with no intermediate nodes. Thus, the
power used in transmitters, receivers, and signals is higher
in the single-hop WiNoC.

Power usage in multi-hop and single-hop communication
After some test simulations with the multi-hop WiNoC,
the values of 0.9 mW for transmitter and signal power and
1.6 mW for receivers were shown to be viable for simula-
tions in NS-2. These values were enough for the emitted
signal to reach neighboring nodes in a mesh topology
network with a 1-mm distance between nodes.

For communication between nodes in a WiNoC to be
single hop, the employed transmitting signal (Impulse
Radio UWB) must be propagated to the entire network,
reaching every node. This way, communication between
all of the nodes can be achieved in a single hop. For such,
we identified three WiNoC configuration parameters that
needed to be altered: transmitter power, receiver power,
and signal power. We decided to maintain the proportion
between the previously established values (multi-hop ver-
sion), so we multiplied them by the same constant when
increasing them.

Aiming to find the lowest possible power values so that
the signal could still reach every node in the network,
no matter where the origin and destination nodes were
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located, tests were conducted using synthetic workloads
to test packet transmission between nodes, especially uni-
cast communication between the nodes that were the
farthest apart. Broadcast communication was also tested.
These tests were conducted for all of the different network
sizes, and power values were altered until the desired val-
ues were determined according to the aforementioned cri-
terion. Table 3 presents the final values obtained through
the simulations for each network size.

Simulator adaptations
The following adaptations were made to NS-2 in order to
better support WiNoC simulations:

a) Integration of a UWB radio technology implementa-
tion We integrated into NS-2 (version 2.29) the only
available implementation of Impulse Radio UWB (IR-
UWB) from the simulator’s contributed code website
[30, 31]. This implementation is an NS-2 plug-in. It adds
the Dynamic Channel Coding MAC (DCC-MAC) layer
and the IR-UWB physical layer (InterferencePhy - PHY)
to the simulator. The physical layer uses time hopping
to enable simultaneous transmissions in sub-channels,
pulse-position modulation (PPM) for signal modulation,
convolutional code for channel encoding, and a calcula-
tion based on bit error rate (BER) to obtain the error rate
for each packet. A propagation model for UWB channels
was also incorporated [32, 33].

b) Addition of a Fast Broadcast module For broadcast
communication to occur in an ad hoc network with multi-
hop routing, each node must, upon receiving a broadcast
packet, forward it to its neighbors so every node in the
network will receive the packet. This strategy causes net-
work overloads due to the high number of packets gener-
ated in every broadcast forwarding. This is why the Fast
Broadcast module [34] was added to the simulator. The
module is an NS-2 extension and implements an algo-
rithm designed to reduce the number of forwardings. To
initiate communication, Fast Broadcast uses a module-
specific application to generate network traffic. This was
not viable in WiNoC simulations, due to the use of an

Table 3 Powers altered for single-hop context (in milliwatts)

Number of processes Receiver power Transmitter/signal power

4 1.6 0.9

8 4.16 2.34
16 7.36 414
32 2352 13.23
64 39.69 2232
128 110.88 62.37
256 181.92 10233




Amorim et al. Journal of the Brazilian Computer Society (2015) 21:6

application (TrafficTrace) that schedules packet transmis-
sions by reading trace files. As a solution, a modification
was made so that Fast Broadcast was triggered directly
from TrafficTrace by an agent [11].

¢) Modification of the file-based traffic generation mech-
anism The TrafficTrace application generates network
traffic by reading binary input files containing two fields to
represent transmissions. The first field specifies the time
interval, in milliseconds, after which transmissions can
occur; the second field defines the size of packets that will
be sent. The application proved to be adequate to gen-
erate traffic compatible with NPB application workloads.
To accomplish this, some modifications [19] needed to be
made. The first one consisted in altering the first field of
the file so that it would represent the exact moment in
which the packet would be sent. The application was also
altered so it would generate transmissions from the files
only once instead of for the entire duration of the simula-
tion, as was done previously. Further adaptations included
the following: the field representing the time in which to
send a packet has its unit changed to seconds; the input
file type was altered to text from binary, so larger time
moments could be represented; a third field was added
to the file to determine what kind of agent must be used
when sending a packet according to communication type
(0 for unicast and 1 for broadcast).

d) Adjustments in the physical layer Some adaptations
were made to the class Phy/WirelessPhy/InterferencePhy.
In its original state, the class randomly picks a packet
to be received from the synchronization list. This is not
viable when there is intense traffic in the network, because
rescheduling problems may happen if the predicted acqui-
sition time of a packet expires, which generates a fatal
error causing the simulation to crash. To avoid this prob-
lem, the class was altered to always choose the last packet
to be inserted into the synchronization list, since it has a
smaller probability of having an expired predicted recep-
tion time. Another necessary modification was the value
of the sync_thresh variable. According to Merz et al. [33],
this variable sets the sensitivity level for the network, rel-
ative to the energy needed to detect reception signals. Its
value was changed to 10 dBm from the original —84 dBm,
because it is the maximum value [35] recommended by
the IEEE 802.15.4a standard document.

e) Adaptations to the Fast Broadcast module to simu-
late broadcast transmissions in single-hop WiNoCs The
Fast Broadcast module that was integrated into the sim-
ulator is responsible for making broadcast transmissions
in multi-hop networks. Using an optimization algorithm,
some routers are selected to retransmit received packets
that correspond to broadcast messages to their neigh-
bors, making packets get to every node in the net-
work. For the module to also be used in single-hop
WiNoC simulations with broadcast communication with
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no packet retransmissions, we studied the module and
found out that retransmissions were generated in the pro-
cess_data_BroadcastMsg method, called after receiving
a packet with the recv method of the BroadcastAgent
class. The recv method was altered to no longer call the
process_data_BroadcastMsg method, so retransmissions
would stop. Synthetic workloads were used in simulations
in order to test the modifications. Results showed that
the modifications did not affect broadcast communica-
tion and that packets were no longer being retransmitted.
The Fast Broadcast module could then remain being used
to generate 1 to N communications without packet rout-
ing in single-hop WiNoC simulations. It is important to
emphasize that the modifications were only made for
single-hop WiNoC simulations. For multi-hop WiNoCs,
the unaltered Fast Broadcast module was used.

Results and discussion

Our performance evaluation of single-hop WiNoCs is
based on unicast communication used for 1:1 and N:1
communication patterns and broadcast communication
for 1:N and N:N patterns for the different workloads.

The results presented in the following subsections
depict single-hop and multi-hop WiNoC simulations with
4, 8, 16, 32, 64, 128, and 256 cores. These results were
generated according to the previously defined evaluation
metrics and evaluated taking into consideration the char-
acteristics of the simulated architectures, along with the
behavior of each workload. The proposed WiNoCs were
evaluated with different sizes to investigate the archi-
tectures’ scalability. Multi-hop simulations have a non-
deterministic behavior due to the Fast Broadcast module.
For this reason, each scenario (architecture/workload)
was simulated 33 times. All scenarios have a 99 % confi-
dence interval.

Packets sent and lost
Figure 3 allows us to infer, from the high percentage of
unicast packets sent for the CG workload, that point-to-
point communications are dominant. Even though the
figure shows that, for networks with eight or more nodes
and single-hop architecture, communication is 100 % uni-
cast, broadcast communication (Fig. 4) is also present in
these scenarios but had their percentages rounded down
to zero for being too small compared to the total. As
expected for this workload, the percentage of sent packets
of both types is very close for both architectures (single-
and multi-hop), which can be explained by the almost
complete lack of broadcast communication.
Communication in the CG workload occurs predomi-
nantly between adjacent network nodes. Figure 5 shows a
maximum packet loss of 0.02 % for single-hop WiNoCs,
which shows that even though communication was con-
centrated around a few node pairs, no bottlenecks were
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Unicast sent packets (%)

4 16 32 4
Single-hop Multi-hop
BCG| 99.99 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 99.97 | 99.99 [ 99.99 99.99 | 100.00 [ 99.99 | 100.00
WEP | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
WFT | 3934 | 4404 | 4192 43.94 | 4339 | 4444 | 2725 21.24 13.61 10.74 8.00 5.78 5.32 218
aIs 7.64 9.02 8.16 8.75 8.53 8.82 8.30 3.46 2.08 1.75 1.15 1.08 0.78 0.69
BMG| 8885 | 90.18 | 88.64 89.15 88.81 88.40 | 87.34 78.21 69.64 | 63.94 55.05 50.03 | 41.12 | 36.60

Fig. 3 Packets sent via unicast

Nodes/Cores

generated for the workload. For the multi-hop architec-
tures with non-quadratic mesh topologies (8, 32, and 128
cores), loss rates of up to 50 % were observed, which occur
due to nodes being busier making packets hop.

In spite of the amount of communication for the EP
workload not being very significant when compared to
the remaining studied workloads, it is important to ana-
lyze them because communication is 100 % broadcast, as
shown in Fig. 4. The single-hop WiNoC architecture is
shown to be extremely favorable, relative to packet losses,
to workloads that operate exclusively with broadcast com-
munication, since no losses were detected in simulations
of these types of workload (Fig. 6). Differently, due to
routers being burdened with retransmissions and greater
network overload, 9.92 % of the packets were lost in the
256-core multi-hop architecture. Still in accordance with
Fig. 6, the multi-hop WiNoC architecture is not scalable
regarding packet losses.

The FT workload is composed by over 55 % of broadcast
transmissions. Unicast transmissions are generated by the
N:1 collective communication pattern. In this pattern, N

unicast transmissions are carried on at the same time
for a single destination. As can be seen in Figs. 3 and 4,
for single-hop WiNoC scenarios, the percentage of sent
packets of each type is more balanced than in the multi-
hop architecture, in which each broadcast communication
generates many packet transmissions, vastly increasing
the percentage of broadcast packets sent.

Like with the EP workload, single-hop WiNoCs have
excellent broadcast performance with the FT workload
since there were no packet losses, as seen in Fig. 6.
However, unicast communication (Fig. 5) suffered from
elevated, increasing losses. Such losses derived from the
nodes competing to send packets to the destination
node. A node cannot receive more than one packet at a
time, leading to just one of the N packets arriving at a
given moment in an N:1 communication to be received.
Even then, the single-hop WiNoC had fewer lost packets
than the multi-hop, which has increased competition for
routers and network traffic due to packets being resent.

In the IS workload, communication is predominantly of
the broadcast type. As Fig. 4 indicates, this predominance

Broadcast sent packets (%)

4

256

4

Single-hop Multi-hop
BCG| 001 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.01 0.01 0.00 0.01 0.00
WEP | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00
WFT | 60.66 5596 | 58.08 56.06 | 56.61 55.56 72.75 78.76 | 86.39 | 89.26 9200 | 9422 | 9468 | 9782
|IS | 9236 | 9098 | 91.84 91.25 | 9147 | 91.18 | 91.70 96.54 | 97.92 98.25 9885 | 9892 | 99.22 | 99.31
BMG| 11.15 9.82 11.36 10.85 11.19 11.60 12.66 21.79 | 3036 | 36.06 4495 | 49.97 5888 | 63.40

Nodes/Cores

Fig. 4 Packets sent via broadcast
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Unicast lost packets (%)

4 32

Single-hop

256 4
Multi-hop

®mCG| 0.00 0.01 0.00 0.00 0.01 0.01

0.02 0.00 50.00 0.00 37.46 0.00 29.82 0.01

®EP | 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

WFT | 20.83 52.27 92.41 94.85 95.16 97.83

98.36 69.09 86.09 91.14 97.21 98.33 99.31 99.58

aIs 22.22 61.90 77.50 89.04 65.48 68.40

90.93 60.25 81.80 87.83 92.12 95.01 95.22 96.26

BMG| 1.08 138 3.16 4.52 3.99 422

4.46 1.06 69.78 3.69 55.18 4.45 55.70 10.87

Fig. 5 Packet loss in unicast communication

Nodes/Cores

is greater than 90.98 % for the single-hop WiNoC sce-
narios. The workload’s unicast communication (Fig. 3)
belongs to the 1:1 and N:1 collective communication
patterns, the latter being the most common. Broadcast
communication rates are even higher for the multi-hop
WiNoC, with a minimum rate of 96.54 %.

The IS workload also suffers from high packet losses,
as a consequence of transmissions pertaining to the N:1
collective pattern, as evidenced by Fig. 5. For this work-
load, the increase in communication incurs a loss, albeit
discrete, of broadcast-derived packets. Packet losses for
the single-hop WiNoCs were smaller for both unicast and
broadcast communication when compared to the multi-
hop networks.

Still according to Figs. 3 and 4 and as opposed to the
FT and IS workloads, the MG workload is predominantly
comprised by unicast communications, a small portion of
which are N:1. Such predominance is more evident in the
single-hop WiNoC, in which broadcast communications
occur in a single hop.

Packet losses referent to the unicast communications
for the MG workload, as seen in Fig. 5, come from N:1

transmissions. The broadcast-derived losses, on the other
hand, happen as a consequence of the increased number
of communications, which provokes more packet col-
lisions and increases competition for the transmission
medium. For the MG workload, the single-hop WiNoC
presented a smaller loss percentage than the multi-hop
architecture. This fact can be justified by the less intense
network overload caused by single-hop broadcasts.

Injection rate and throughput

For the CG workload in scenarios with more than 16
nodes, unicast communication is concentrated in the
beginning of simulations and becomes more uniform and
sparse during the rest of the time. The fact that this peak
exists causes communication to be reduced during most
of the time, consequently reducing the average injection
rate in the network. This explains the drop in injection
rate for both architectures observed in Fig. 7. Concern-
ing broadcast communication (Fig. 8), the scenarios for
the single-hop architecture have a smaller injection rate
because retransmissions that would cause more packets to
be injected into the network are avoided.

Broadcast lost packets (%)
(]

B—— }
4+ ] 8 | 16 2 [ 64 [ 128 |
Single-hop

256 4

Multi-hop

mCG| 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BEP 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.03 1.62 3.87 5.87 6.51 8.87 9.92

®ET | 0.00 0.00 0.00 0.06 0.01 0.00 0.00 0.38 291 4.40 9.17 8.30 10.79 12.42
|Is 1.02 0.51 0.41 0.16 0.18 0.01 0.02 6.25 842 9.50 1244 13.30 13.73 1451
BMG| 124 221 150 0.94 0.51 0.26 0.13 9.37 11.67 11.40 13.66 12.54 12.72 1243

Nodes/Cores

Fig. 6 Packet loss in broadcast communication
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Unicast injection rate (kbps)

256 4
Single-hop Multi-hop
umCG| 692 7.46 10.21 8.64 6.78 543 5.10 6.92 7.46 10.21 8.64 6.78 543 5.10
BEP 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
BFT 0.30 0.77 2.05 2.46 3.50 2.89 111 0.37 0.99 1.85 2.46 3.85 3.95 1.18
alIs 0.70 0.49 3.01 3.04 4.07 0.94 2.33 0.69 0.87 3.01 3.04 4.07 244 2.33
BMG| 16.79 7.94 14.10 8.26 6.82 9.53 9.82 16.79 7.94 14.10 8.26 6.80 9.54 9.85
Nodes /Cores

Fig. 7 Unicast injection rate

Figure 9 shows that, concerning network throughput
for the CG workload, the single-hop WiNoC had excel-
lent performance by keeping throughput rates equal to
the injection rates for unicast communication. For broad-
cast communication (Fig. 10), the throughput is naturally
higher because each transmitted message is received by
every node in the network. In the scenarios with 4, 8,
16, 32, 64, and 128 routers, throughput for the single-
hop architecture is smaller than for multi-hop because
there are no retransmissions for packets to reach every
node. The network with 256 routers, however, has higher
throughput in the single-hop architecture due to the
higher number of packets from broadcast communication
being received at the same time by more nodes.

Figure 8 allows us to observe that, for the EP workload,
the increase in communication as the number of network
nodes grow causes the injection rate to also grow. The
reduction in injection rate for the 256-node single-hop
WiNoC occurs due to the slight peaks in communica-
tion distribution during simulation time, which mildly
reduces average injection rates. As evidenced by Fig. 8,
packet retransmissions generated by the multiple hops in

multi-hop architectures cause the injection rates to be
much higher in the corresponding scenarios in compari-
son with single-hop architectures.

Throughput deriving from broadcast communication
for the EP workload also grows as the number of nodes is
augmented. In the single-hop WiNoC, this growth is up
to 200 times higher than the injection rate. This behav-
ior is explained by every node receiving every packet
sent in the network. All of the routers in a single-hop
WiNoC simultaneously receive a broadcast message when
it is transmitted. Therefore, throughput is higher than in
a multi-hop network for sizes starting from 64 nodes,
considerably increasing with the addition of more nodes.
For the scenarios simulating networks with 4-32 nodes,
packet retransmissions make the multi-hop WiNoC have
more throughput.

Figure 7 shows, additionally, that injection rates stem-
ming from unicast communication for the FT workload
are extremely low, reaching a maximum of 3.5 kbps in the
single-hop WiNoC. This occurs due to the small amount
of communication of this type. Since broadcast commu-
nication is also not abundant in this workload, injection
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Broadcast injection rate (kbps)

16

32
Single-hop

64

4

Multi-hop

mCG| 0.06 0.06 0.06 0.06 0.06 0.06

0.06

0.13 0.13 0.32 0.79 0.68 1.38 1.56

®EP | 022 0.70 2.00 2.98 3.85 6.61

454

0.56 10.67 10.66 28.17 51.91 57.56 68.43

WET 143 3.46 7.84 6.10 12.59 12.69

8.90

3.95 19.63 49.62 5891 | 169.84 | 137.09 [ 147.99

a1s 9.87 7.40 11.83 8.53 11.46 6.62

5.42

15.76 | 21.75 56.72 73.98 | 104.11 | 8173 76.30

BMG| 1.06 0.44 0.91 0.51 0.44 0.62

0.72

235 175 3.90 3.26 3.23 5.88 7.52

Fig. 8 Broadcast injection rate
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Unicast throughput (kbps)

Fig. 9 Unicast throughput

32 4 32
Single-hop Multi-hop
BCG| 692 7.46 1021 8.64 6.78 543 5.10 6.92 3.73 10.21 5.08 6.78 3.57 5.10
WEP | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
WET | 024 0.34 0.13 0.13 0.16 0.06 0.02 0.11 0.13 0.16 0.08 0.07 0.03 0.00
|Is 0.45 0.17 0.58 0.26 145 0.22 0.15 0.28 0.13 035 0.23 0.21 0.12 0.09
BMG| 16.65 7.86 13.78 7.99 6.62 9.25 9.52 16.66 2:35 13.73 3.60 6.59 4.12 9.12
Nodes/Cores

rates (Fig. 8) derived from them are also not elevated,
although greater, reaching 12.69 kbps. For the multi-hop
WiNoC, injection rates for broadcast communication are
notably higher due to the multiple hops.

Throughputs for unicast communication in the FT
workload, as seen in Fig. 9, were naturally smaller rela-
tive to injection rate, due to high packet losses. Despite
low unicast throughput rates, broadcast communication
achieved a high growth for the scenarios with the most
nodes. The increase is drastic when compared to injection
rates. On the 256-node single-hop WiNoC, it was over 237
times higher, which represents an increase by a factor of
almost the number of existing nodes. This corresponds
to the expected behavior for broadcast communication.
As was the case with the EP workload, throughput for
the FT kernel in single-hop networks with 64 or more
routers is higher than in corresponding multi-hop net-
works, because of broadcast communication.

Figure 7 indicates that injection rates derived from uni-
cast communication for the IS kernel are low, but are
higher than the ones obtained with FT, which is justified

by the presence of 1:1 communication. Broadcast commu-
nication obtained higher rates due to being predominant
in this workload. Multi-hop WiNoCs have higher injection
rates with IS because of the multiple hops.

Throughput for the IS workload has the same behav-
ior as for FT. The reasons behind this are aforementioned
N:1- and broadcast-related characteristics. For this work-
load, the single-hop WiNoC obtained better throughput
rates in scenarios with more than 16 routers. Such a
result is natural due to the increase in broadcast packet
reception caused by the greater number of network
nodes.

For MG workloads, communication was more concen-
trated during the beginning of the simulations and tended
to be more sparse in larger, longer-lasting network simu-
lations. This is the reason why injection rates for unicast
communication, shown in Fig. 7, are irregular through-
out the various network sizes. The same pattern can be
observed in broadcast communication (Fig. 8). Single- and
multi-hop WiNoCs had practically the same injection rate
for unicast communication, due to low interference from

2.500

2,000

1.500

1.000

500

Broadcast throughput (kbps)

Fig. 10 Broadcast throughput

0 16 32 64 128 256 4
Single-hop Multi-hop
BCG| 0.19 0.45 0.96 1.98 4.03 8.13 16.32 038 0.50 1.65 4.59 437 9.32 10.79
®EP 0.68 4.94 26.28 72.81 226.07 | 750.65 | 922.63 1.52 3421 34.97 98.20 198.20 | 198.33 | 229.08
WFT | 413 2410 | 106.75 | 175.95 | 74931 [1405.77 | 211262 | 1145 | 66.18 | 191.32 | 200.37 | 660.17 | 483.96 | 513.29
BIS 28.66 50.10 157.44 | 236.51 | 569.13 | 760.18 |1203.50 | 39.07 80.21 181.72 | 233.30 | 339.29 | 271.53 [ 250.85
BMG| 3.07 263 11.08 1221 | 21.10 | 5875 | 13564 | 531 442 11.36 9.21 9.98 1847 | 24.89
Nodes/Cores
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broadcast communication. Regarding broadcasts, injec-
tion rates were lower in the single-hop WiNoC than in the
multi-hop network.

In the single-hop WiNoC, unicast communication from
the MG workloads had very close throughput and injec-
tion rate values. Throughput is the smallest of the two,
due to packet losses in N:1 communication. Concerning
broadcast, throughput was similar to what was observed
for other workloads, that is, it grows as the network grows,
for the same aforementioned reasons. For the MG work-
load, throughput for networks with more routers is also
higher in the single-hop architecture, since more packets
are received simultaneously.

Communication delay and energy consumption

Figure 11 shows average delay values for unicast commu-
nication in both single- and multi-hop WiNoCs. We can
see both architectures presented a non-uniform behavior
pertaining to average delay values for unicast communi-
cation in the CG workloads, relative to node quantity.
This happens because communication occurs among just
a few nodes in the network, and the distance between
these nodes can vary according to the way in which
they were distributed in the architecture. It can also be
noted that the single-hop WiNoC had better performance,
because it relays messages directly to the destination
nodes.

For the FT and IS workloads, delay behavior in uni-
cast communication is also non-uniform. This is justified
based on characteristics of N:1 communication. During
packet exchanges, if more than one node wishes to send
a packet to a destination node at the same time, a selec-
tion to decide which packet will be received is carried
out, since the router can only receive one packet a time.
The other packets are then discarded, which affects packet
loss percentages, as previously stated. When the selected
packet originates from the receiving router itself, the delay
is practically null but otherwise a negotiation between
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the involved nodes takes place, increasing communication
delay.

Smaller delay values were obtained by the multi-hop
WiNoC in unicast communication for these workloads.
The high delay in the single-hop WiNoC for this type
of communication refers to more transmissions, since
the multi-hop architecture had higher packet loss rates.
Besides, delay also increases with high medium utiliza-
tion, caused by unicast messages being emitted to the
entire network, independently of the positions of the
origin and destination routers.

Delay values for unicast communication using the IS
workloads were higher in the networks of sizes 8 and 128,
which occurs due to negotiations to select which request-
ing node will be granted permission to send a packet in
N:1 communication. Possibly, since communications of
this type were lost in networks of other sizes, delay values
were lower, pertaining only to 1:1 communication.

For the MG workload, unicast delay values for the
single-hop WiNoC begin increasing with network sizes
in networks with 8 or more routers. It is an expected
increase, due to the high number of packet exchanges.
This fact is also observed in the multi-hop WiNoC,
although it is less expressive in the quadratic mesh topol-
ogy (4, 16, 64, and 256 routers) scenarios. Even though
the CG workload has more communication, delays for the
MG workload are bigger because it is executed in less
time, which increases competition for the transmission
medium. Like in the FT and IS workloads, delays in the
single-hop architecture surpassed those in the multi-hop
WiNoCs.

Figure 12 shows the average delay values for both single-
and multi-hop architectures in broadcast communication.
Delay values for every workload increased with network
size and were proportional to the amount of communi-
cation that took place. Delays for the CG workload are
significantly lower than others in the single-hop WiNoC,
due to the small number of broadcast transmissions. The

T T
10,000

Unicast latency (ms)

IO e e me e e G
100
10 @050
1 = |
| }l |

Single-hop
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Multi-hop

BCG| 0.10 0.14 0.12 0.15 0.20 0.15

0.17 0.12 0.29 0.24 0.26 0.38 0.39 0.61

WEP [ 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BEFT | 864.59 | 690.56 0.00 0.13 836.93 |2769.44

13254.47| 45.12 4854 | 16131 0.02 159.60 | 201.08 |2820.61

Fig. 11 Unicast communication delay

aIs 0.24 115456 | 0.21 0.25 2.93 137545 | 0.28 29.63 | 44542 0.61 0.22 0.78 16.83 0.48
BMG| 1.10 0.74 8.58 14.15 3327 | 107.06 | 223.87 031 14.76 317 17.67 8.98 58.75 62.90
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Fig. 12 Broadcast communication delay

Nodes/Cores

single-hop WiNoC had considerably smaller delay val-
ues from broadcast transmissions for all workloads, as a
consequence of carrying them out in a single hop.

As a consequence of the increase in transmitter, receiver,
and signal power, so that single-hop communication is
viable, energy consumption values are considerably higher
in single-hop WiNoCs when compared to multi-hop net-
works. Figure 13 shows average energy consumption val-
ues for each node in the single- and multi-hop WiNoCs.
Energy consumption in the simulations increases with
network size, and consumption per workload is associated
with the number of packet transmissions in each of them.
This occurs because power values are the same no mat-
ter what the distance between the nodes may be, so power
values must be set to accommodate the highest distance.

Scalability evaluation

The single-hop WiNoC was more scalable relative to
packet losses in 1:1 unicast communication, presenting no
losses for the CG workload and slightly increased losses
for the MG workload. In the multi-hop architecture, losses
got bigger as the number of cores was increased, but

scalability is more critical in nonsquare-shaped mesh net-
works, which have significantly larger packet loss rates.
Pertaining to N:1 communication, losses grew signifi-
cantly as networks got larger in both architectures, but the
growth was steeper in multi-hop architectures, rendering
them less scalable.

Scalability relative to predominantly 1:1 unicast com-
munication latency (CG) is better in the single-hop
WiNoC. Conversely, the MG workload scaled better in
the multi-hop WiNoC, but since packet loss rates were
considerably smaller in the single-hop architecture, the
better scalability is not regarded as an advantage, because
the increased latency in the single-hop architecture is
explained by delays in the delivery of packets that were lost
in the multi-hop network.

In broadcast communication, the scalability of the
single-hop WiNoC relative to packet losses is excellent,
given the absence of packet losses for the EP workload
and, respectively, the low and decreasing loss rates for the
IS and MG workloads as the number of network nodes
increases. Loss rates on the multi-hop WiNoC, on the
other hand, increase as the network grows. Scalability
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Fig. 13 Node energy consumption
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relative to broadcast communication in workloads that
rely predominantly on this pattern (EP and IS) is better in
the single-hop WiNoC, due to the smaller inclination of
its curve as the number of cores increases.

In addition to smaller energy consumption, the multi-
hop WiNoC'’s inclination curve is smoother as the number
of cores increases, showing its better scalability compared
to the single-hop network.

Overall evaluation

WiNoC simulation results for workloads using predomi-
nantly unicast communication (CG and MG) showed that
the single-hop WiNoCs have excellent performance, with
low packet loss and delay values. Even though the MG
workload had higher delay for the single-hop architecture
(Fig. 11), this was not considered a negative point com-
pared to the multi-hop architecture, since delay values for
broadcast packets (Fig. 12) still show a better performance
for single-hop architectures.

For the FT and IS workloads, high packet losses in
unicast communication were recorded for both architec-
tures, being more accentuated in the multi-hop WiNoC.
The registered delays were also high, with the single-
hop architecture being the slowest of the two. The high
latency values can be attributed to N:1 communica-
tion, whose packets arrive simultaneously, and the higher
values observed in the single-hop architecture can be
explained by its lower packet loss rates.

Regarding broadcast communication, the simu-
lated single-hop WiNoC architecture was shown to be
extremely favorable to them. For the EP workload, which
works exclusively with broadcasts, not a single packet was
lost, and for the MG workload, the maximum registered
loss rate was 2.21 %. In all simulated scenarios, losses
were lower for the single-hop architecture, considering
equivalent scenarios for both. The single-hop WiNoC
also had better broadcast delay results for every scenario
and workload.
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Energy consumption was observed to be a weak point
of single-hop WiNoCs, demanding further studies seek-
ing to find improvements. For the most broadcast-heavy
workload (MG), energy consumption reached 63.12 | for
the 256-node network (Fig. 14). Consumption was higher
in the single-hop architecture in every scenario and for
every workload. The higher energy consumption is justi-
fied by the use of higher power values in the transmitters,
receivers, and signals, which is necessary to enable com-
munications in a single hop. Besides, the same power val-
ues are used in every unicast communication, not taking
distance between nodes into account.

Conclusions

Given the desire to execute increasingly complex pro-
grams in feasible time and since applications tend to
explore parallelism more and more, it is speculated that
tens or hundreds of cores may be incorporated to the
same processor in the future (many-core architecture).
As a way of assuring better performance for many-core
processors, WiNoCs were conceived. This solution con-
sists of connecting routers that communicate by means of
radio antennas to processor cores. This way, packets are
sent by routers to their neighbors until they get to their
destination.

To improve the performance of traditional WiNoC
architectures (multi-hop), especially concerning delays in
packet delivery, single-hop WiNoCs were proposed, that
is, WiNoCs in which communications are conducted in
a single hop. Contrarily, in this new approach, trans-
mitters, receivers, and signals must use more power,
increasing total power consumption. In this article,
two WiNoC architectures (one single-hop architecture
and one multi-hop architecture) were presented and
evaluated.

To accomplish that, a simulation environment created
using the NS-2 simulator for the intra-chip context was
used. Simulations were conducted using NPB kernels
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(CG, EP, FT, IS, and MG). The 1:1 and N:1 collec-
tive communication patterns existent in the workloads
were simulated using unicast communication, and the
1:N and N:N patterns were simulated using broadcast
communication.

Due to the many-core processor architecture context,
WiNoCs gained traction in the support of parallel appli-
cation threads. In this way;, it is important to highlight the
correlation between performance and energy consump-
tion with collective communication patterns, as discussed
in the “Results and discussion” section, as a crucial factor
for project decisions. Although both networks are scalable
due to the nature of the architectural project, viability is
linked to the scalability reachable by parallel applications.
This is a very particular situation of the studied context,
since a single parallel application uses the entire WiNoC,
contrary to what happens in distributed systems in which
different applications communicate through the wireless
network. In the current high-performance computing sce-
nario, energy efficiency is a vital factor for a many-core
processor project to be viable. Although single-hop and
multi-hop WiNoCs have shown different behaviors for
the same workloads, it is not possible to discard the use
of one or the other. Thus, design compromises can lead
to a hybrid and reconfigurable WiNoC project or even
a lower performance project in order to attain energy
consumption gains.

As future work, ways of reducing single-hop WiNoC
energy consumption must be investigated, testing other
topologies such as 3-D mesh, which allows for a reduc-
tion in power by diminishing the distance between nodes.
Other options to be explored are hybrid WiNoCs, which
mix wired and wireless transmissions and higher-powered
multi-hop WiNoCs that are able to reduce the number
of hops in transmissions. Characteristics such as antenna
size and frequency must also be taken into account as a
way of reducing the power necessary to accomplish com-
munication in a single hop, consequently reducing total
energy consumption.
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