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zu‘gsgsi(dade)%d::; Se e There is a wide variety of computational methods used for solving optimization

Uberlandia (UFU), Uberlandia, MG, problems. Among these, there are various strategies that are derived from the

Brazl concept of ant colony optimization (ACO). However, the great majority of these
methods are limited-range-search algorithms, that is, they find the optimal solution,
as long as the domain provided contains this solution. This becomes a limitation,
due to the fact that it does not allow these algorithms to be applied successfully to
real-world problems, as in the real world, it is not always possible to determine with
certainty the correct domain. The article proposes the use of a broad-range search
algorithm, that is, that seeks the optimal solution, with success most of the time,
even if the initial domain provided does not contain this solution, as the initial
domain provided will be adjusted until it finds a domain that contains the solution.
This algorithm called ARACO, derived from RACO, makes for the obtaining of better
results possible, through strategies that accelerate the parameters responsible for
adjusting the supplied domain at opportune moments and, in case there is a
stagnation of the algorithm, expansion of the domain around the best solution
found to prevent the algorithm becoming trapped in a local minimum. Through
these strategies, ARACO obtains better results than its predecessors, in relation to the
number of function evaluations necessary to find the optimal solution, in addition to
its 100% success rate in practically all the tested functions, thus demonstrating itself
as being a high performance and reliable algorithm. The algorithm has been tested
on some classic benchmark functions and also on the benchmark functions of the
IEEE Congress of Evolutionary Computation Benchmark Test Functions (CEC 2019
100-Digit Challenge).

Abstract
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Introduction

Many important and practical problems can be expressed as optimization problems.
These problems consist of finding the best solution among an exponentially large set
of possible solutions [1]. Optimization is the branch of mathematics that encompasses
the study of the quality of optimal solutions and the methods for finding these [2].

. © The Author(s). 2021 Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
@ Sprlnger Open permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the
— original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or
other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit
line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.


http://crossmark.crossref.org/dialog/?doi=10.1186/s13173-021-00116-8&domain=pdf
http://orcid.org/0000-0001-9186-4581
mailto:jairo@iftm.edu.br
http://creativecommons.org/licenses/by/4.0/

de Freitas and Yamanaka Journal of the Brazilian Computer Society (2021) 27:16 Page 2 of 40

Optimization problems occur in most disciplines such as engineering, physics, mathem-
atics, economics, administration, commerce, social sciences, and even politics.
Optimization problems abound in several engineering fields, such as electrical, mechan-
ical, civil, and chemical engineering.

The objective of the optimization process is to find the values of the decision vari-
ables that result in a maximum or minimum of a function called the objective function,
provided that these values meet a set of restrictions or conditions that, necessarily,
must be answered [3].

The numerical decision variables, manipulated by the optimization problems, can be
divided into continuous and discrete. A continuous variable can assume an infinite
number of values between two points. On the other hand, a discrete variable is one that
has a finite number of values between any two points, representing discrete quantities
[4].

Many classic optimization algorithms inspired by nature, based on the use of popula-
tion, have been proposed to solve optimization problems, for which robust solutions
are difficult or impossible to find in polynomial time using traditional approaches [5].

The fundamental principle of some of these algorithms uses a constructive method
for obtaining the initial population (initial feasible solutions) and a local search tech-
nique that gradually improves the solutions generated, considering that the individuals
(solutions) of this population evolve according to specified rules, which consider the ex-
change of information between individuals [6].

Within the evolutionary approach, emphasis is placed on evolutionary algorithms
(EA), such as Genetic Algorithms (GA) [7], Differential Evolution (DE) [8], and Genetic
Programming (GP) [9], and on the swarm-based optimization algorithms (SOA), such
as ant colony optimization (ACO) [10-12], artificial bee colony (ABC) [13], and particle
swarm optimization (PSO) [14].

The ant colony optimization strategy was initially created to solve discrete
optimization problems, such as combinatorial optimization problems (COPs). These
problems can be mapped through graphs, such as the traveling salesman problem [12],
shortest path problem [15], vehicle routing [16], and scheduling [17].

Dorigo et al. [10-12] developed the ACO (ant colony optimization). It is a computa-
tional strategy, based on the foraging behavior of real ants, which simulates the use of
ants, with the objective of solving the traveling salesman problem (TSP). The problem
is represented by a graph, where the vertices represent the cities, and the edges repre-
sent the path between the cities. To solve the problem, artificial ants are randomly ar-
ranged on the edges of the graph. Each ant chooses the next city on its route through a
probabilistic calculation, which considers the amount of artificial pheromone distrib-
uted on that path and the distance between the two cities. It is not possible to visit the
same city twice in one solution. During the route, each ant will release a certain
amount of pheromone along each part of the path followed, to influence the decision
of the path taken by the ants that come next. The amount of pheromone released is in-
versely proportional to the length of the path traveled. The more pheromone there is
on a path, the more attractive that route becomes. Likewise, the shorter the distance
between cities on this path, the more attractive that route becomes. This process is re-
peated until the total route of the traveling salesman for each of the ants is complete.
Hence, the paths between two cities on the graph that the ants traveled along the most
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will have a greater amount of pheromone, compared to the less traveled paths. The
meta-heuristic will be repeated several times, where new ants will be generated at the
edges of the graph for further execution. The pheromone along each path will be main-
tained, but just as in nature, it will gradually evaporate with each run, allowing unprof-
itable paths to run out of pheromone after several runs of the algorithm. Over the new
iterations that are realized, it is possible to find better solutions, as the pheromones of
these solutions are reinforced, until the optimum path or a path near to the optimum
path is found.

The simplest approach for applying the ACO to continuous problems would be to
discretize the real value domain of the variables, that is, convert the real values into a
finite range of values [18]. Discretizing continuous variables is a complex task, since the
interval where the search will be carried out can be very wide, thus making
discretization impossible [19]. Another possible problem is that the optimal solution
may require a higher degree of precision than that contemplated by the values that
have been discretized. In such cases, if the optimal value is in a space not covered by
discretization, it will not be found.

The ACO proved to be very effective for working with discrete variables, but it dem-
onstrated limitations in problems with continuous variables. There are several pro-
posals put forward for solving this problem.

In the Continuous ACO (CACO) method [20], ants start the search process from a
base point, called a nest. In each iteration, ants store their best solutions in a set of vec-
tors. These best solutions are used probabilistically to guide the search process in the
next iteration. CACO has variations like CACO-DE [21], which performs a discrete
coding of continuous variables. The Continuous Interacting Ant Colony (CIAC) [22]
uses an interaction mechanism between ants, as well as the information left by phero-
mones along the paths traveled, which guides the search process. Another approach
that realizes optimization of problems with continuous variables is the after Pachycon-
dyla APIcalis (API) [23]. In this method, ants conduct their research in parallel around
a starting point, called a nest. The nest is moved periodically, based on the most suc-
cessful searches. According to Chen et al. [24], the abovementioned algorithms were in-
spired on the ACO, but do not strictly follow the structure of the ACO. Therefore,
they are considered algorithms related to ants and not, real extensions of the ACO for
continuous functions.

The algorithms cited below can be classified as ACO extensions for continuous func-
tions [24]. Socha and Dorigo [19] extended ACO so that it could also solve continuous
problems, with the name Extended ACO for continuous domains (ACOg). In this ap-
proach, each variable of an ant obtains its new value through a probabilistic sampling
of a probability density function (PDF). The most widely used PDF for this process is
Gaussian. Gaussian represents a model of distribution of pheromone in the environ-
ment, based on the population archive. The population file is initialized with the m
possible solutions, where m is a parameter that represents the number of solutions that
will be stored. With the representation adopted using the Gaussian function, the values
represented with the highest probability of sampling refer to the best solutions found.
The value of each variable in a new solution is calculated by sampling using two values:
the mean and the standard deviation. The value used as an average is chosen within
the population archive, and values that produced better results are more likely to be
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selected. The standard deviation is calculated based on the distance between the value
used as an average and the other solutions in the population archive. When all ants re-
ceive their new values for their variables, the pheromone is updated. At each iteration,
the pheromone is updated through a process, in which the new solutions found by the
ants are added to the population archive, which will always remain with the m best
solutions.

There are other algorithms derived from ACOg for the optimization of problems with
continuous functions, such as Diversity ACOr (DACOg) [25]. DACOg is more appro-
priate for continuous optimization problems with a large number of dimensions, as it
tries to avoid loss of diversity in the first iterations. The objective is to preserve diver-
sity for as long as possible, to explore more regions of the search space, before the algo-
rithm converges. Another variation is the Incremental Ant Colony Algorithm with
Local Search (IACOR-LS) [26]. IACOR-LS is a variation of ACOpg, which has a research
diversification strategy that results in an increase in the solutions archive. In addition, a
local search procedure is added to accelerate the process of finding the solution. The
Unified Ant Colony Optimization (UACOR) [27] includes components of the ACOg,
DACOg, and IACOg-LS algorithms, being able to instantiate each one, choosing spe-
cific components of the algorithm and allowing for the automatic adjustment of various
parameters. Adaptive Multimodal Continuous Ant Colony Optimization (AM-ACO) is
an extension of ACOyg for multimodal optimization [28]. AM-ACO uses niching strat-
egies, dividing the total population into smaller parts rather than working with the total
population, and executing an adaptive adjustment of some parameters in this first stage.
Subsequently, a differential evolution mutation operator is used to accelerate the con-
vergence speed. Finally, a local search process is executed, based on the Gaussian distri-
bution. The Ant Colony Optimization Algorithm for Continuous Domains Based on
Position Distribution Model of Ant Colony Foraging [29] is based on the principle that
the ants’ food source is everywhere in the continuous space, and only the quality of the
food source is different. Each ant checks the quality of its position; checks the phero-
mone concentration in the rest of the space, using a group pheromone density func-
tion; and migrates to areas of higher concentration, where it is able to explore
unknown regions during this movement.

All the methods of optimization of continuous functions above belong to a category
called limited-range-search algorithms, that is, they find the ideal solution, but within
the predetermined domains [24]. The problem with these algorithms is that they are
dependent on the initial domain. If the initial domain is not estimated correctly and
does not have the optimal solution, the algorithm will not obtain the correct solution,
as ants cannot leave the domain. In real-world problems, where it is not always possible
to precisely define the search space, with its set of restrictions, these algorithms may
not solve the problem in the most appropriate manner. Chen et al. [24] propose a
broad-range search algorithm, which is able to find the optimal solution, even if the ini-
tial domains provided do not contain the optimal values. Robust Ant Colony
Optimization for continuous functions (RACO) uses the grid method to discretize con-
tinuous variables and applies self-adaptive strategies for domain adjustment, phero-
mone increment, domain division, and ant size, to enable the search to be successfully
executed. This method is used successfully in cases where the initial domain has the
optimal values for solving the problem, and in cases in which it does not.
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The objective of the proposed article is to contribute to the improvement of the re-
sults of the application of the ACO in problems of continuous optimization, through
the presentation of a new broad-range search algorithm, derived from RACO, called
the Accelerated and Robust Algorithm for Ant Colony Optimization in Continuous
Functions (ARACO). ARACO uses adaptive parameters related to domain adjustment.
The acceleration of these parameters, in opportune moments, leads the domain that
contains the optimal solution to be found more quickly, as well as allows, within the
correct domain, ants to converge to the optimal solution more quickly. In this case,
ARACO allows the optimal values for the variables to be found in a lower number of
function evaluations, when compared to the other algorithms.

With the acceleration of the adaptive domain adjustment parameters, it is possible that
the domain values have become stagnant in a region, which makes the best solution found
to be a local minimum. In this case, ARACO allows the domain of the variables to be
gradually increased around the best solution found so far, allowing the determination of a
new domain that is outside the region where the optimal location is found. In this case,
ARACO is able to reach regions of the domain that are not reached by its predecessor
RACO, thus allowing the optimal values to be achieved with a higher success rate.

This article is organized as follows. In the second section, the main features of
ARACO will be introduced and a step-by-step guide to the algorithm will be shown. In
the third section, ARACO’s experimental results will be presented. These results will be
compared with the results of other methods based on ant colony optimization in con-
tinuous functions and with methods that use other principles for optimization. Finally,
in the fourth section, conclusions about the research and future work that can be exe-
cuted will be presented.

ARACO

In order to present the proposed metaheuristic, this section will define the problem
that will be addressed by the article, in addition to the main features and steps taken by
ARACO in the search for the optimal solution.

Problem definition

The proposed algorithm aims at solving problems of continuous optimization, locating
the optimal solution, regardless of the domain provided. A continuous optimization
problem can be formally defined with the following model: P = (X, Q, f) [24], where X
is a solution vector with n continuous variables x; (i = 1, 2, ..., n), Q is a set of restric-
tions that must be met by the variables, and f is the objective function to be optimized.
In the case of a minimization problem, the objective is to find the value of X*, which
minimizes the function: f(X*) < f(X), VX € S. If this is a maximization problem, the ob-
jective is to find the value of X*, which maximizes the function: f(X*) > f(X), VX € §,
with S representing the initial domain from where the search for the value of X will be
carried out.

Discretization of variables
The ARACO algorithm uses the grid method for the discretization of variables.
Through it, the defined continuous domain is converted into a discrete domain. This
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process happens at each iteration of the algorithm, as each iteration defines a new con-
tinuous domain for X. By definition, X is a vector of solutions with # dimensions with
continuous variables x; (i = 1, 2, ..., n).

i

In the adopted process, a continuous domain (x',;, , x. ) will be determined for each

i
min

iteration, where «' . represents the lowest domain value for variable x, in dimension i,

while xf

+ax represents the highest value of the domain for variable x, in dimension i.

The algorithm will seek the solution of the problem within this domain. A variable & is
used for discretization. The initial domain will be divided into k + 1 parts for each of
the # variables.

At this moment, the domain will be divided into k + 1 discrete values. The discrete
values of the domain can be represented by a matrix of n x (k + 1) dimensions, as
shown in Fig. 1, where n represents the number of variables in the problem. The Eq.

(1) is used to calculate the value of each element of the matrix.

hi= (& —hin) /K (1)

where i represents each variable of the problem, varying between 1 and #.

Building a new solution
The main role of ants in ARACO is the construction of new solutions. Each ant will
store a possible solution, that is, a value for each variable of the optimization problem.
To build a new solution, the ants will initially take several random routes to distribute
the initial pheromone, which will be used as a basis to guide the construction of the so-
lutions together with the heuristic value of the function that will be optimized. In this
process, each ant randomly selects, for each variable, a value from the possible discrete
values that were obtained through the grid method. After this step, the random solu-
tions created will have their heuristic value calculated, according to the function that
will be minimized or maximized. The random routes created are ordered, according to
their heuristic value, and only the best solutions created will have their pheromone
distributed.

To distribute the pheromones, a matrix, called 7, will be used. This matrix has n x (k
+ 1) dimensions. The pheromone values of the best solutions are deposited in the
pheromone matrix, according to (2).

Ty =15+ Q/f (2)

where 7; represents the pheromone value in variable i, at point j, mapped according
to the discretization of the variables; f represents the heuristic value of the solution;

1 1 1 * 1 *
Xmin Xmin+hl Xmin_i_2 hl Xmin+k hl
2 2 2 * 2 *
min Xmin+h2 Xmin-l_2 h2 Xmin-}_k h2
n n n * n *
Xmin Xmin"_hn Xmin-l_2 hn Xmin-l_k hn
Fig. 1 Domain discrete value matrix

Page 6 of 40
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and Q represents the adaptive pheromone increment, which will be described later, but
which is calculated by (3).

Q= IOOMmin+1 (3)

where OM,,,;, represents the order of magnitude, that is, the exponent value of the
best solution found for the function.

When the pheromone of the best randomly generated solutions is deposited in the
matrix, ARACO will go to a new stage. From that moment, new ants will be generated
and they will choose their routes, using a probability calculation among the available
routes, represented by (4).

k41
by = TLY'/Zi:l Tij (4)

where p;; represents the probability that, in variable i, point j will be selected as the
route for the new ant. It is important to highlight that, based on the previous equations,
the probability of a value being selected as a solution for a new ant is calculated using
information related to the heuristic value and the amount of pheromone that the route
has, in the same way adopted in the basic concepts of ACO. Thus, solutions that have
a lower heuristic value and a higher amount of pheromone are more likely to be se-
lected as a route for new ants.

After the ants create all new routes, the pheromone evaporation process will occur.
This process prevents the pheromone from accumulating in only a few points, making
it difficult to diversify solutions. The new pheromone value at each point will be given
by (5).

T?jew = (l—p)*z';ld (5)

where p represents the evaporation rate and its value must be determined by a num-
ber between 0 and 1. In the ARACO algorithm, the recommended value for p is 0.5.
This value was determined empirically, that is, exhaustive tests were performed to de-
termine the value that produced the best results.

After evaporation, the best route among the created routes will have its pheromone
reinforced in the pheromone matrix. The process of building new solutions will be re-
peated, until the number of ants determined by variable m creates their routes, so that
the solutions are evaluated again and the pheromone of the best route is reinforced
again. The number of times this process is repeated is determined by the variable nc_
max.

Adaptive domain adjustment
The adaptive domain adjustment strategy allows the optimal solution to be found, even
if the initial assigned domain does not contain the optimal values. To this end, the do-
main must be adjusted automatically for each iteration. The domain adjustment
process is performed by analyzing the r pheromone matrix. Each line i of the matrix 7
represents the pheromones distributed in a variable i, which has the values mapped in
the matrix in Fig. 1.

It can be said that if the pheromone is concentrated near the center of the domain,
there is a greater possibility that the ideal solution is located within the domain. On the
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other hand, if the pheromone is concentrated near the ends of the domain, there is a
greater possibility that the ideal solution is located outside the domain. This analysis
and adjustment is executed variable by variable, since it is possible that for one variable
the solution is outside the domain and for another variable the solution is within the
domain.

To decide how the adjustment will be made, the algorithm uses the variable 6 that
represents the percentage of (k+1) positions, which will determine if the best solution is
inside or outside the current domain. It also uses the variable r;, which represents
which position, between 0 and (k+1), has the highest concentration of pheromone.
Using these two variables, in an example where the variable 6 has a value of 0.2, that is,
if 7; is located in the first or last 20% of (k+1) positions, the ideal solution tends to be
located outside the domain. The recommended value for the variable 6 is between 0.1
and 0.3. This range of values was defined in this way, as it is the range determined in
the RACO algorithm. The values of the parameters that exist in the two algorithms are
the same, in order to be able to better evaluate the new features implemented in
ARACO. Thus, if r; < 0 * (k+1) or r; > (I - ) * (k+1), the adaptive adjustment of the
domain must be executed to move and expand the current domain, to find a domain
that includes the ideal solution.
i

In this case, the new values ' . and xinax of the variable i in the domain must be de-

termined considering r; as the center of the new domain, as in Eqgs. (6-7).
i .. (k )
Koy = Ti— ) + Ay ) *h; (6)
i k )
Koo =Ti + ot INREY/? (7)

where the parameter A; must be small, in order that the new domain does not be-
come much bigger than the old domain. In the ARACO algorithm, the recommended
value is 1.25, but it is important to highlight that the value is changed dynamically to
speed up the solution conversion process, as shown in item 2.8 of the article. This ini-
tial value was defined in this way, as it is the value used in the RACO algorithm.

The inverse situation, when the ideal solution tends to be located within the current
domain, is represented when 6 * (k+1) < r; < (1-6) * (k+1). In this scenario, the current
domain must be reduced in order to execute a more detailed search.

In this case, the new values x’ ; and x'__ of the variable i in the domain must be de-
termined following the Egs. (8-9).

min xim'n + (xinax _xinin) >‘<A2 (8)

x =i (xi xl )*Ao )

max max~ \Vmax"min

where the parameter A, determines the percentage of domain reduction, its value
should not be too large so that the domain is not reduced enough to produce a condi-
tion where the ideal solution is no longer within it. For each iteration that uses this ad-
justment, the new domain will be 2 * A, smaller than the old domain. In the ARACO
algorithm, the recommended value is 0.05, but it is important to highlight that the
value is changed dynamically to speed up the solution conversion process, as shown in
item 2.8 of the article. This initial value was defined in this way, as it is the value used
in the RACO algorithm.
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There is another mechanism for speeding up the process in situations where the ideal
solution is outside the current domain. In this situation, case r; < 8 * (k+1), that is, the

i
min’?

domain displacement was executed in the direction of the value of x the value of

i

i . will be preserved and the value of x, , will be changed according to (10).

xi‘nax = xﬁnax_ (xi'nax _xinin) *Az (10)

On the other hand, if ; > (1-0) * (k + 1), that is, the domain displacement was exe-

the value of x/,

cuted in the direction of the value of ! "

ax will be preserved and the

value of x!

min

will be changed according to (11).
xf‘nin = xinin + (x:'nax _xfnin) *A3 (11)
where parameter A3 determines the percentage that the domain will be reduced, at
its lower or upper limit, depending on the value r;. In the ARACO algorithm, the rec-
ommended value is 2 * A,, that is, 0.1, but it is important to highlight that the value is
changed dynamically to speed up the solution conversion process, as shown in item 2.8
of the article. This initial value was defined in this way, as it is the value used in the
RACO algorithm.

Adaptive pheronome increment

To calculate the values of the r pheromone matrix, the heuristic value of the solution
() and the value of the variable Q are used. The value of the variable Q cannot remain
constant throughout the execution of the algorithm, because as the algorithm interac-
tions are executed, the value of fis changed, since better solutions are found and the
domain is changed. With the value of f being altered at each iteration and, as 7;; = Q /
f, the values of Q and f could become very disproportionate, causing the pheromone
matrix to possess similar values, making it impossible for the algorithm to converge. It
is important to note that the problem of the pheromone matrix having only similar
values could not be avoided if was set for Q a very low value or very high, as in any
case, the variation in the value of f would cause the values to become similar at some
moment.

The solution found was to define the pheromone increment of the r;; matrix through
an adaptive strategy, making the variable Q as different as possible at each iteration, as
the domain is changed. This value must always be proportional to the heuristic value of
the best randomly generated solution, at the beginning of each iteration, therefore Q
= 1091 The creation of random routes at the beginning of each iteration allows
for an initial pheromone to exist before ants build their routes. This initial pheromone
will cause the routes to be determined by the ants in a non-random manner, as they
will be directed by the initial pheromone, causing the convergence of the algorithm to
be increased.

Adaptive domain division

One of the main characteristics of ARACO is to be able to find the best solution, even
if it is not contained in the initial domain provided. This is only possible because an ad-
justment is made in the domain at each iteration, using among other parameters the
variable k, which also directly influences the domain discretization process. At each
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iteration, the domain is changed and discretized. If the value of k is very low over the
entire algorithm, the domain will be converted into a few discrete points, which may
not be able to direct the ants to the ideal solution of the problem, as it is not close to
an optimal region. On the other hand, if the value of k is very high over the whole algo-
rithm, the domain will be converted into many discrete points, which may have similar
heuristic values, making it slow to find the most promising region among those
available.

The fact is that the degree of precision of the domain discretization depends on the
variable k, which will have its value defined through an adaptive method in ARACO. At
the beginning of the execution, kK may have a lower value, so that the algorithm can
quickly converge to a promising area. However, at some point, the value of k will limit
the algorithm, causing it not to find better solutions with each iteration. The value of k
must then be increased by one, so that the accuracy of the search is increased and the
algorithm can find solutions that were not possible with the previous value of k. The
recommended initial value for variable k is 11. This initial value was defined in this
way, as it is the value used in the RACO algorithm.

Adaptive number of ants

Another condition that influences the success of the algorithm is the number of ants
that will execute the search at each iteration. The number of ants depends directly on
the discretization process of the domain, because if the continuous domain is converted
into a few points, few ants will be able to find the most promising region to search.
However, if the domain is converted at many points, many ants will be needed to find
the best solutions.

Thus, the number of ants used must also be an adaptive parameter, because when
the domain is converted into a few points, that is, kK has a low value, the m number of
ants is also low. As the value of k increases, due to the need for greater precision in the
search for the best solutions, the number of ants should also increase. The Eq. (12) de-
termines the number of ants.

m=k+ Ay, (12)

where the parameter 4,, represents how much m must be greater than &, to enable
ants to find the best solutions, without spending a lot of time searching. The recom-
mended value for 4,, is 2. This initial value was defined in this way, as it is the value
used in the RACO algorithm.

Acceleration of adaptive domain adjustment parameters

In order to speed up the convergence process of the ARACO algorithm for the best so-
lution, adaptive values are used for the parameters A; A, and Ajz, responsible for
adjusting the domain at each iteration. The parameters are adjusted under certain situ-
ations to accelerate the algorithm, but then return to their initial values when this ac-
celeration is no longer recommended.

If the optimal solution is located near to the center of the current domain, it is neces-
sary that the domain be reduced, using (8-9), so that a more detailed search is exe-
cuted. The parameter responsible for determining how much the domain will be
reduced is A, and its initial value is 0.05. ARACO verifies whether the point with the
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highest concentration of pheromones is located in the central position of the current
domain or in the position before or after the center, in other words, whether r; = (k+1)
/2orr;=(kt1)/2)-1orr;=(k+tl)/2) + 1 In these cases, parameter A, will in-
crease by 0.05, as the ideal solution tends to be located near to the center of the do-
main; thus, it is possible to ignore some values located at the edges of the domain,
while reducing the domain at a faster speed, so that ants can find the best solution in
less iterations. In other cases, where the ideal solution tends to be within the domain,
but not near to the center, parameter A, will increase by 0.005. The acceleration of par-
ameter A, has a limit and this must be executed until it reaches a maximum value of
0.15. Noteworthy here is that, when the point with the highest concentration of phero-
mones is not located within the domain, A, returns to its initial value.

If the ideal solution is located outside the current domain, it is necessary that the do-
main be moved and expanded, using (6-7), so that the correct domain is found. The
parameter responsible for determining how much the domain will be displaced and ex-
panded is A;, where its initial value is 1.25. ARACO verifies whether the point with the
highest concentration of pheromones is located on the lower or upper edge of the do-
main, in other words, whether r; = I or r; = (k + 1). In these cases, the parameter 4,
will be increased by 0.25, because as the ideal solution tends to be far from the edge of
the domain, a more significant displacement and increase can be performed, so that the
correct domain can be located more quickly. In other cases, where the ideal solution
tends to be outside the domain, but not so far from the edge, parameter A; will in-
crease by 0.025. The acceleration of parameter A; has a limit and must be executed
until it reaches a maximum value of 1.75. Emphasis is here placed on the fact that
when the point with the highest concentration of pheromones is no longer located out-
side the domain, A; returns to its initial value.

These increment values for the variables A; and A, were determined empirically, that
is, exhaustive tests were performed to determine the values that produced the best
results.

The parameter A; is also dynamically adjusted, but its variation depends directly on
the adjustment of A,, as previously stated Az = 2 * A».

Expansion of the domain around the best solution

In some cases, the acceleration of the parameters A;, A, and Az can cause the algo-
rithm to converge to a region with a local minimum and cannot get out. For such a
situation of stagnation of the algorithm, ARACO has a domain adjustment strategy,
which causes a new domain to be defined around the best solution found so far. This
adjustment is executed when there are 30 iterations of the algorithm without an im-
provement of at least 10% in the heuristic value of the best solution found. A new do-
main will be determined for only one of the variables, so that this expansion can
happen gradually. The choice of the variable that will have its domain changed is de-
fined through a test, which locates the variable that would proportionally have less vari-
ation with the extension of the domain. This variable tends to be more stagnant than
the others. The Egs. (13—14) determine the value of the new domain.

xl = besti—k/z*Al*Hi*ei (13)
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xl = best' + k/z*Al*Hi*ei (14)

where best’ represents the value of the best solution found so far, H; represents the
value of /; when the best solution was found and the parameter e’ represents to which
degree the new domain needs to expand in order to leave the local minimum region.

The parameter €', for each variable i, is initialized with 1. Whenever 30 iterations are
performed and the best solution remains stagnant, it will have its value doubled to the
variable that had its domain changed. When the best solution leaves the local minimum
region, that is, when a new solution is found that is at least 10% better than the best so-
lution found, the parameter returns to 1, for all variables i. In this case, there is the
guarantee that the new domain generated will gradually increase around the best solu-
tion found, allowing new values to be located outside regions of local minimum.

The value of the parameters responsible for detecting and treating stagnation were
determined empirically, that is, exhaustive tests were carried out to determine the
values that produced the best results.

As previously mentioned, the H; parameter represents the value of /; when the best
solution was found. However, for the new domain not to become so small that it is ne-
cessary to execute this extension several times, which would impair the performance of
the algorithm, or so large that it is not possible to find a best solution in just 30 itera-
tions, the value of the H; parameter must be within the range 0.1 < H; < 1. Also noted
here is that, after the domain expansion process around the best solution found, it is
necessary to reset A;, A, and A3, to the initial values.

The steps of the ARACO algorithm

After detailing the main features of ARACO, this topic presents the structure of the al-
gorithm. First, a step-by-step will be shown, describing in detail all the actions per-
formed by the algorithm, from the assignment of the initial parameters, until the
completion of the algorithm, when the termination condition is reached. Following this,
a flowchart is presented that represents the sequence and the interaction between the
actions of the algorithm.

Step by step

In this section, the main steps followed by the algorithm to find the optimal solution
are shown and explicated. One of the main improvements generated by the ARACO al-
gorithm is related to obtaining a better performance, with the execution of step 17.
Through this step, the algorithm is able to find the optimal value in a smaller number
of iterations compared to other algorithms, thanks to the acceleration of the respon-
sible parameters by adjusting the domain at appropriate times. Another improvement
is related to achieving greater reliability, with the execution of step 18. Through this
step, the algorithm is able to find the optimal value in practically all the performed exe-
cutions, by applying the process that treats algorithm stagnation. This process expands
the domain around the best solution found so far, through preventing the algorithm
from getting stuck in a region of local minimum. This occurs regardless of whether the
initial domain provided contains or not the optimal solution, allowing the algorithm to
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find the solution using fewer function evaluations than the other algorithms cited in
the article, as will be shown in item 3. All steps for the algorithm are listed below:

Step 1—Initialize the values of all variables, such as &, 6, p, nc_max, A,,, A}, A,, As,
Fpun t, and the number of iterations without improvement. In addition to the value of

xt . and &

 in s Which represent the initial domain for each variable, i.e., the minimum

and maximum value of the dimensions of the domain and the termination condition
of the algorithm.

Step 2—Divide the initial domain into k equal points for each variable, according to
(1). At that moment, the process of discretization over the variables occurs using the
grid method, in which the continuous domain provided is converted into a discrete
domain. This process is important because the rest of the algorithm will work with the
discretized domain. The result is shown in Fig. 1.

Step 3—Initialize the r pheromone matrix, which represents the amount of
pheromone stored at each point in the domain discrete value matrix. In addition,
initialize the adaptive number of ants 7, which has a dynamic value, due to the fact
that when the domain is divided into a few discrete points, the small number of ants
are sufficient to perform the search. However, when the domain is divided into many
discrete points, will be necessary too many ants to perform the search. Similarly,
initialize the variable f,,,;,, which stores the heuristic value of the best solution found in
the current iteration, and the variable nc, which controls the number of times that
ants will generate new routes in each iteration.

Step 4—Generate some possible random solutions.

Step 5—Calculate the heuristic value of the random solutions created, according to the
function that will be minimized or maximized by the algorithm. Sort the solutions
according to the heuristic value.

Step 6—Calculate the value of the adaptive increment Q of the pheromone in this
iteration, according to (3), so that the value of Q remains proportional to the heuristic
value of the solutions found in the current solution, thus maintaining a proportional
pheromone distribution in the 7 pheromone matrix. Distribute the initial pheromone
over the best solutions created, to supply the 7 pheromone matrix with some initial
information, and as such guide the first ants towards more attractive solutions, thus
accelerating the algorithm conversion process.

Step 7—Create new routes for ants using the roulette wheel method by use of (4).
Each ant creates its new route, variable by variable, performing a probabilistic
calculation, which considers the pheromone existing at each point in the pheromone
matrix. As the calculation of the amount of pheromone uses the heuristic value of the
solutions, it can be said that the same criteria defined in the initial concept of ACO
are used.

Step 8—Evaluate the solutions generated in this nc iteration, according to the function
that will be minimized or maximized by the algorithm. The objective of this step is to
find and store the best solution, among the solutions created in this iteration.

Step 9—Execute the pheromone evaporation process, according to (5). This process
ensures that paths that have less pheromone become less and less attractive, until they
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are no longer covered. While the paths that have more pheromone are able to guide
ants in the search for better solutions.

Step 10—Increase the pheromone at all points of the best solution found in this
iteration, using (2), so that the pheromone matrix always has a greater amount of
pheromone on the paths that are more attractive.

Step 11—Update the value of f,,,;, to the value of the best solution found in the nc
current route, if this value is less than f,,,;,, the f,,;,, must store the heuristic value of
the best solution found in the current iteration.

Step 12—Increase the value of nc. If nc <= nc_max, go back to step 7, as the number
of routes necessary for the domain adjustment was not generated. Otherwise, this is, if
nc > nc_max, proceed to step 13.

Step 13—Check if the best solution found in this iteration (f,,;,) is the best global
solution found (Fazn). If so, go to step 14. Otherwise, jump to step 15.

Step 14—Store the value of the new global best solution in the variable Fy;; and
verify if the new solution is 10% better than the previous one to define if the algorithm
is stagnant and reset the H; value. Knowledge of when the algorithm is stagnant is
important, as it allows for the subsequent execution of a strategy to deal with this state
of stagnation, allowing the algorithm to leave the local minimum region and continue
on to find better solutions. To this end, it is necessary to store the value of H,, at the
moment when a new value of F,y is found.

Step 15—Increase the variable that controls the amount of iterations without
improvement to detect the stagnation of the algorithm and also the variable ¢. The
variable ¢ will increment k, responsible for the adaptive domain division, when the
value of ¢ is 15. The variable k is an adaptive parameter, which needs to have a small
initial value, so that the algorithm can locate a promising region, but its value is
gradually increased to enable new searches to be carried out with a greater degree of
precision, when better results are not attained.

Step 16—Perform the adaptive domain adjustment process, based on the position of
the r pheromone matrix which has a higher concentration of pheromones. For this, if
the pheromone is concentrated near the edge of the domain, the best solution found
in this iteration tends to be located outside the domain. In this case, to locate a
domain that contains the optimal solution, it is necessary to expand and adjust the
domain using (6-7, 10-11). On the other hand, if the pheromone is concentrated
away from the domain edge, the best solution found in this iteration tends to be
within the domain. In this case, it will be necessary to reduce the domain using (8-9)
to perform the search in the next iteration with a greater degree of precision.

Step 17—Increase the speed of convergence of the algorithm, accelerating the adaptive
domain adjustment parameters, if appropriate. In other words, accelerate the value of
A; when the pheromone is concentrated around the central positions of the domain
and, accelerate the value of A, when the pheromone is concentrated at the upper or
lower edge of the domain. When these opportune situations cease to exist, parameters
A; and A, return to their initial values.

Step 18—Increase the success rate of the algorithm, i.e., the number of executions in
which the algorithm can find the optimum value, through the process of treating the
algorithm stagnation. That is, if the algorithm is stagnant, redefine the domain and
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gradually expand it around the best solution found so far, using (13—14), allowing the
algorithm to escape from a local minimum region.

Step 19—Check if the termination condition has been reached. If so, go to step 20.
Otherwise, go back to step 2.

Step 20—Finalize the algorithm.

Flowchart

Figure 2 describes the entire process performed during the ARACO algorithm. It is im-
portant to highlight that each action performed in the flowchart below is identified with
a number, which is the step number of the section Step by step to which it
corresponds.

Experimental results

In this section, the efficiency of ARACO will be verified, by performing tests in the
same scenarios as the tests performed by the RACO algorithm, since ARACO is pro-
posed as an algorithm derived from RACO. ARACO will be compared to RACO
throughout this section. At first, the tests were performed in a scenario where the prob-
lem is solved by a limited-range-search algorithm, i.e., the initial domain provided con-
tains the ideal solution for the function. Tests were also performed in a scenario where
the problem is solved by a broad-range search algorithm, i.e., the initial domain pro-
vided does not contain the ideal solution. After these initial tests, new tests were per-
formed using the benchmark functions used in the IEEE Congress of Evolutionary
Computation Benchmark Test Functions (CEC 2019 100-Digit Challenge). In both sce-
narios tested, the values of the main ARACO parameters are k = 11, 8 = 0.2, p = 0.5,
nc_max = 50, 4,, =2, A; = 1.25, A, = 0.05, A3 = 0.1. The parameter values were defined
in this way, as these are the values used in the RACO algorithm, and since the ARACO
algorithm was compared in all scenarios with the RACO algorithm, it is necessary that
the initial parameters of the two have the same values, so that the comparison is fairer.
Noted here is that the values of k, A;, A, e A3 are changed during the execution of the
algorithm, so the assigned values are only the initial values. Another parameter of inter-
est here is that 100 random routes are generated at each beginning of the algorithm it-
eration and the 30 routes that generate the lowest heuristic value for the function that
will be optimized will deposit their pheromone in the 7 matrix. This provides the algo-
rithm with the initial information needed to find solutions. Another important factor is
that the algorithm is considered stagnant, and therefore, the domain adjustment strat-
egy is executed around the best solution found, when 30 iterations are executed with-
out finding a solution that has a heuristic value, which is at least 10% less than the
heuristic value of the best solution found so far. The value of the parameters respon-
sible for detecting and treating stagnation were determined empirically, that is, exhaust-
ive tests were carried out to determine the values that produced the best results.

All comparisons between the algorithms are based on the number of function evalua-
tions performed until the termination condition is reached. Noteworthy here is this was
the criterion chosen, due to the other algorithms cited in the article also using this cri-
terion. Thus, it becomes possible to compare ARACO to these, as they use the same
termination condition. ARACO considers a function evaluation when the process of
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Fig. 2 ARACO's flowchart
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adaptive adjustment of the domain is carried out, which refers to step 16 of the flow-
chart presented in the section “Step by step”.

In all tests performed, the programming language used was MATLAB, in version
R2016A. The equipment used for the tests was a notebook, with an AMD A10-4600M
Quad-core processor with a clock speed of 2.3GHz, and 8GB of DDR3L RAM, with the
Windows 10 - 64-bit operating system.

Tests where the initial domain contains the optimal solution

The results obtained in the ARACO algorithm were compared with the results found
in the ACOy algorithm [19] and with the methods it cites, in addition to the results
found by the RACO algorithm [24], which was the reference used for the creation of
ARACO.

As in Socha and Dorigo [19], the comparisons are divided into three groups:
probability-learning methods that model and sample probability distributions, meta-
heuristics developed for combinatorial optimization and adapted to continuous do-
mains, and methods inspired on the behavior of ants. In the three groups of
comparisons, the comparison with ACOg and RACO will be added.

For an impartial comparison between the algorithms, the established criterion was
the number of function evaluations performed, instead of the execution time or other
measures that may be related to the performance of the equipment or the program-

ming language used.

Probability-learning methods that model and sample probability distributions
The methods for comparison in this section are three versions of evolutionary strat-
egies: (1+1) ES (Evolution Strategy with 1/5th-Success-Rule), CSA-ES (Evolution Strat-
egy with Cumulative Step Size Adaptation), CMA-ES (Evolution Strategy with
Covariance Matrix Adaptation), IDEA (Iterated Density Estimation Evolutionary Algo-
rithm), and MBOA (Mixed Bayesian Optimization Algorithm). The population size
used in the above algorithms is chosen for each algorithm-problem pair [30]. The smal-
lest population is selected from the set p € [10, 20, 50, 100, 200, 400, 800, 1600, 3200].
ACOg parameters are m (number of ants) = 2, n (speed of convergence) = 0.85, g (lo-
cality of the search process) = 107% and k (archive size) = 50. The RACO parameters
are the same as ARACO.

Each benchmark function was run 20 times and the comparison criterion used in this
section is the median number of function evaluations (MNFE) executed until the ter-

mination condition was reached. The Eq. (15) determines the termination condition.
If -f+ <e (15)

where fis the best heuristic value found by ARACO, f* is the optimal value found in
the literature for the benchmark function, and € is 107 '°.

Table 1 shows the benchmark functions used in this scenario. All have 10 dimen-
sions. The Function column shows the name of the benchmark function. The Formula
column shows the formula used to calculate the value of the function that will be mini-
mized or maximized. The Optimal column shows the ideal value for each variable of
the function. The Minimum column shows the minimum value of the function, when
the optimal values for each of the variables are found
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Table 1 First part of benchmark functions

Function Formula Optimal x* Minimum f(x*)
Sphere () = Xn:xfz = 0,...,0) frnin =0

i=1
Ellipsoid F(7) = i (1005%')2 = ,...,0) fnin=0

i=1
Cigar f(7):xwz+104ix,-2 ?:(O,...,O) finin =0

i=2

Tablet f(?):104x12+ix,2 X =(0,...,0) frnin =0
Rosenbrock -1 h = (a,..,1) frnin=0

F(X) = 31100067 x11)’ + (-1)7)

i

The results used to compare ACOg, (1 + 1) ES, CSA-ES, CMA-ES, IDEA, and MBOA
were obtained from Dorigo et al. [19], whereas the results used for comparison with
RACO were obtained from Chen et al. [24]. Table 2 shows the median number of func-
tion evaluations (MNFE) necessary for each method to find the termination condition.
The median is shown in parentheses, after 1.0, only for the algorithm that has the best
result for a function, the other medians can be calculated proportionally based on the
value shown in the table. For example, if an algorithm has its median shown with 1.0
(86), it means that it is the algorithm that has the best median and the value of this me-
dian is 86. On the other hand, if an algorithm that does not have the best result, its me-
dian is shown in the table as 1.8, that is to say that the median is 1.8 multiplied by the
best result found for that function. Some methods failed to find the optimal value in all
runs for the Rosenbrock function. These cases were represented in the table with an *.
Worthy of mention here is that in four out of the five functions, ARACO is able to
optimize the functions with less than half the number of function evaluations of the
second best algorithm. If the performance is compared with the other algorithms, the
difference becomes even more impressive, being more than 90% higher. The superiority
of ARACO in this scenario was obtained thanks to the acceleration of the adaptive do-
main adjustment parameters A, A, and As, at opportune moments, since the tests
showed that there was no stagnation of the algorithm. With the acceleration of these
parameters, it is possible to reach a small domain faster, which guarantees not only
finding the optimal solution, but also a greater precision compared to RACO.

Figure 3 shows a comparison between the two algorithms that have the best results,
in relation to MNFE, for the benchmark functions in Table 2.

Table 2 Comparison of results of ARACO, RACO, ACOg, and probability-learning methods that
model and sample probability distributions

Function ARACO RACO ACOg (1+1)ES CSA-ES CMA-ES IDEA MBOA
Sphere X[-3,71", n = 10 1.0 (86) 2.23 1752 1593 2548 20.70 79.65 764.65
Ellipsoid X:[=3,71", n = 10 1.0(103) 211 11233 285145 475242 4320 69.12 604.85
Cigar X{[-3,71",n =10 10 (1145) 205 4695 2045764 2682969 3353 15427 40244
Tablet X:[-3,7]", n = 10 0 (89) 228 2884 132676 187477 4903 83.64 692.22

Rosenbrock X":[-5,5]", n =10 *1.0(997) 1.25 ¥793  *367.79 129809 7.21 *1514.44 *7932.79
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Fig. 3 Comparison of results of ARACO and RACO
.

Metaheuristics developed for combinatorial optimization and adapted to continuous
domains
The metaheuristics used for comparison in this scenario is CGA (Continuous Genetic
Algorithm), ECTS (Enhanced Continuous Tabu Search), ESA (Enhanced Simulated An-
nealing), and DE (Differential Evolution). The parameters for the aforementioned algo-
rithms are essentially chosen through a trial-and-error procedure [19]. The results used
for comparison of ACOg, CGA, ECTS, ESA, and DE were obtained from Dorigo et al.
[19], whereas the results used to compare RACO were obtained from Chen et al. [24].
The benchmark functions used in this scenario are shown in Table 3 below, except
for the Rosenbrock function, previously shown in Table 1. The Function column shows
the name of the benchmark function. The Formula column shows the formula used to
calculate the value of the function that will be minimized or maximized. The Optimal
column shows the ideal value for each variable of the function. The Minimum column
shows the minimum value of the function, when the optimal values for each of the var-
iables are found. The ARACO algorithm was run 100 times for each benchmark func-
tion and the comparison criteria used in this section are the average number of
function evaluations (ANFE) executed until the termination condition was reached, in
addition to the success rate. The Eq. (16) determines the termination condition.

If - f*| < erxfx + & (16)

where fis the best heuristic value found by ARACO, f* is the optimal value found in
the literature for the benchmark function, and €; = &, = 107,

Table 4 shows the average number of function evaluations (ANFE) necessary for each
method to find the termination condition. The average is shown in parentheses only
for the algorithm that has the best result for a function; the other averages can be cal-
culated proportionally based on the value shown in the table. When there is no value
shown on the table for a determined algorithm, it means that the result for that bench-
mark function was not available. In relation to ANFE, ARACO obtains better results in
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nine out of the fifteen functions tested. Moreover, in half of the functions, in which
ARACO obtains the best results from among all the methods, it is able to optimize the
functions with less than half the number of function evaluations of the second best al-
gorithm. If the performance is compared with the other algorithms, the difference be-
comes even more impressive, where it is shown as being more than 90% better.

Emphasis is placed here upon the fact that, in the six functions that ARACO does
not obtain the best results, it is in second place, showing a worse performance only to
RACO. It is possible to improve these results by expanding the area around the lowest
value found, in all variables, instead of expanding only in the most stagnant variable.
However, tests showed that this action results in a lower number of function evalua-
tions, but causes a considerable decrease in the values of another important parameter
shown in Table 4—the success rate. The success rate is important as not all algorithms
find the optimal solution in every execution. However, through the success rate, it is
possible to measure the percentage of executions of the algorithm that find the optimal
solution for each function. The percentage shown in square brackets in the table shows
the success rate of the algorithms. When there is no percentage in square brackets, it
means that all executions were performed with success. In all the proposed functions,
ARACO is able to find the optimal solution with a success rate equal to or higher than
its main competitor, RACO. For example, the RACO success rate for the Hartmann
function (Hg4) is 50% and for the Shekel function (S,5) it is 56%, whereas for ARACO
these values are 97% and 87%, respectively. This superiority in terms of success rate
can be explained by the strategy used to avoid stagnating the algorithm, through the
expansion of the domain around the best solution found. In this way, there is a greater
possibility of a continuous improvement of the values found, instead of the algorithm
being stuck in a region of local minimum, making the success rate of ARACO equal to
or near 100%, for all fifteen functions.

In this way, it can be said that the performance of ARACO is superior to the other al-
gorithms, as it manages to find the optimal value, using a lesser amount of function
evaluations for this. In addition to achieving a higher success rate, that is, it finds the
optimal solution in a higher percentage of executions, when compared to the other
algorithms.

Figure 4 shows a comparison between the two algorithms that have the best results,
in relation to ANFE, for the first 5 benchmark functions in Table 4.

Methods inspired on the behavior of ants

The methods used for comparison in this scenario are CACO (Continuous ACO), API
(after Pachycondyla APIcalis), and CIAC (Continuous Interacting Ant Colony). The pa-
rameters used for the algorithms are the following: for CACO, the ant size m = 10,
number of regions r = 200, mutation probability p; = 0.5, fashion crossover probability
p2 = 1; for API, the ant size m = 20, number of explorations for each ant ¢ = 50, failed
search times Py,.,; = 50; for CIAC, the ant size m = 100, ranges distribution ratio o =
0.5, persistence of pheromonal spots p = 0.1, initial messages number y = 10; for
ACOg, the ant size m = 2, speed of convergence n = 0.85, locality of the search process
g = 107" and archieve size k = 50 [19]. The RACO parameters are the same as
ARACO.
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Fig. 4 Comparison of results of ARACO and RACO
.

The results used to compare ACOg, CACO, API, and CIAC were obtained from Dor-
igo et al. [19], whereas the results used for comparison with RACO were obtained from
Chen et al. [24].

The benchmark functions used in this scenario are found on the previously presented
Tables 1 and 4. The ARACO algorithm was run 100 times for each benchmark func-
tion and the comparison criterion used in this section is the average number of func-
tion evaluations (ANFE) executed until the termination condition was reached, in
addition to the success rate. The Eq. (17) determines the termination condition.

If - f*] < erxfr+ e (17)

where fis the best heuristic value found by ARACO, f* is the optimal value found in
the literature for the benchmark function, and €; = €, = 10™.

Table 5 shows the average number of function evaluations (ANFE) necessary for each
method to find the termination condition. As in the previous section, the average is
shown in parentheses only for the algorithm that has the best result for a function; the
other averages can be calculated proportionally based on the value shown in the table.
The percentage shown in square brackets in the table shows the success rate of the al-
gorithms. When there is no percentage in square brackets, it means that all executions
were performed with success. One notes that in relation to ANFE, ARACO obtains bet-
ter or equal results in five of the eight benchmark functions tested. This algorithm
comes in second place in the other three functions. However, in these cases, as well as
in all evaluated functions, the success rate achieved by ARACO is equal to or higher
than all other algorithms, not reaching 100% only in the Shekel function (S45).

The conclusion is therefore reached that ARACO presents a superior performance
over the other algorithms in relation to the average number of function evaluations ne-
cessary to reach the termination condition, and when it does not, it is able to obtain a
higher success rate. This is due to algorithm that attempts to minimize the number of
function evaluations needed to reach the optimal value, with the highest possible suc-

cess rate.
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Figure 5 shows a comparison between the two algorithms that have the best results,
in relation to ANFE, for some of the benchmark functions in Table 5.

Tests where the initial domain does not contain the optimal solution

Among all the algorithms cited in the previous section, only RACO has the capacity to
find the ideal solution, given an initial domain that does not contain this solution.
Therefore, all tests performed in this scenario compare only ARACO and RACO, the
only broad-range search algorithms.

For the comparison between the two algorithms, 14 functions are used. Table 6
shows 8 of these functions, whereas the others were presented previously in this article.
The Function column shows the name of the benchmark function. The Formula col-
umn shows the formula used to calculate the value of the function that will be mini-
mized or maximized. The Optimal column shows the ideal value for each variable of
the function. The Minimum column shows the minimum value of the function, when
the optimal values for each of the variables are found. The ARACO algorithm was run
20 times for each benchmark function in each domain provided and the comparison
criteria used in this section are the average number of function evaluations (ANFE)
performed until the termination condition was reached, in addition to the success rate.
The Eq. (18) determines the termination condition.

max (hy, ha, ..., h,) < € (18)

where #; (i =1, 2, ..., n) is the value of each division of the domain grid, given by Eq. 1
and €is 107°.

For the execution of the tests, as performed by Chen et al. [24] in the implementation
of the RACO algorithm, five scenarios are used, which are equivalent to five domains
that do not have the ideal solution. These are:

EARACO mRACO
90
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5 50
= 40
&
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Fig. 5 Comparison of results of ARACO and RACO
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e Two positives and larges domains x;,,,;1 = 100, %7,,0 = 200, X2,,,5, = 50 and X4, =
80

e Two negatives and larges domains x;,,,;,, = =300, X,,,0x = =180, X5,,,, = —600 and
Xomax = =50

e One positive and one negative domain, far from the ideal solution x;,,,;, = 1800,
Ximax = 1900, X9, = =230 and X4, = —110

e One positive and one negative domain, extremely narrow x;,,;, = 1, X100 = 2, X2yin
= -3 and %y, = -1

e One small and positive domain, and one large and negative domain x;,,,;, = 100,
Ximax = 110, X5, = =300, and x5,,,4, = =190

Table 7 shows the comparison between the results found by ARACO and RACO, re-
garding ANFE and the success rate. It is important to note that, in some scenarios,
RACO cannot find the optimal solution for some functions. These cases are marked
with a — in the table, symbolizing that RACO was unable to find the optimal solution
in any of the twenty executions. This occurs in one proposed domain for the Shubert
function, three proposed domains for the Ackley function, two proposed domains for
the Levy function, and one proposed domain for the Six-Hump Camel-Back function.
This situation does not occur with ARACO and is one of the great advantages observed
in the algorithm, as it is also able to find the optimal solution in all scenarios for all the
benchmark functions tested.

If the comparison is performed according to ANFE, in the first scenario, ARACO is
superior to RACO in 12 of the 14 functions proposed, reaching a result 82% lower than
that provided by RACO, in the Six-Hump Camel-Back function. For the Griewangk
function, in which RACO has superior performance, it is important to highlight that
the success rate of RACO is 70%, whereas ARACO has a 100% success rate, which
demonstrates the advantage of ARACO in finding the optimal solution in all execu-
tions, a fact that as previously stated, represents a great advantage of the algorithm.

Figure 6 shows a comparison between the RACO and ARACO algorithms in the first
proposed scenario, in relation to ANFE, in some of the benchmark functions in table 7.

The second proposed scenario presents similar results in relation to ANFE, with
ARACO surpassing RACO in 12 of the 14 proposed functions, reaching a result 79%
lower than that provided by RACO, in the Bohachevsky function. For the Griewangk
function, where RACO shows superior performance, the RACO’s success rate is 80%,
whereas ARACO has a 100% success rate. For the Ackley function, RACO cannot find
the optimal solution in any run, whereas ARACO finds the solution in all runs.

In the third scenario, ARACO also is superior to RACO in 12 of the 14 proposed
functions in relation to ANFE, reaching a result 75% lower than that provided by
RACO, in the Six-Hump Camel-Back function. Noteworthy here is that, RACO
achieves only 40% success rate in the Griewangk function, whereas ARACO has super-
ior performance in relation to ANFE, in addition to reaching a 100% success rate.
RACO cannot find the optimal solution to the Ackley function, whereas ARACO can
find 85% of the executions.

The fourth scenario is where the difference becomes most significant, as ARACO ob-
tains superior performance in all 14 proposed functions in relation to ANFE, reaching
a result 79% lower than that provided by RACO, in the Bohachevesky function. In
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Fig. 6 Comparison of results of ARACO and RACO

addition, RACO cannot find the optimal solution in none of the executions of the Six-
Hump Camel-Back, Shubert and Levy functions, whereas ARACO achieves a 100% suc-
cess rate in all the proposed functions.

Finally, in the fifth scenario, ARACO surpasses RACO in 11 of the 14 functions pro-
posed in relation to ANFE, reaching a result 81% lower than that provided by RACO,
in the Six-Hump Camel-Back function. For the Griewangk function, where RACO has
superior performance, emphasis is placed on the fact that RACO’s success rate is 25%,
whereas ARACO has a 100% success rate. In the Ackley and Levy functions, RACO
cannot find the optimal solution in any of the executions, whereas ARACO achieves a
100% success rate.

All these comparisons show that ARACO has superior performance, that is, a lower
ANFE’s value, in 87% of the tests performed in scenarios where the initial domain pro-
vided does not contain the ideal solution. In some of the tests where ARACO does not
surpass RACO, RACO cannot find the optimal solution in all runs, whereas ARACO
can find the optimal solution in more runs within these scenarios. In addition, RACO
cannot find the solution in none of the executions in seven proposed scenarios,
whereas ARACO can find the optimal solution in all of these scenarios. All of this
points to the superiority of ARACO, both in terms of finding the optimal solution in a
lower average number of function evaluations (ANFE), as well as to achieve a higher
success rate, and finding the optimal solution in all the proposed scenarios. Improved
values for ANFE are obtained thanks to the acceleration of the adaptive domain adjust-
ment parameters in opportune moments, allowing for a domain, where the optimal so-
lution is present, to be found more quickly, additionally, when found, the domain
adjustment process is accelerated so that the value can be found faster. Whereas, the
highest success rate and the possibility of finding the optimal solution in all scenarios,
are advantages obtained thanks to the strategy of expansion of the domain around the
best solution found. Thus, when the algorithm enters a state of stagnation, it allows for

the generation of a new domain outside the local minimum region.
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Tests with the CEC 2019 benckmark functions

The CEC 2019 benchmark test functions [31] are a group of functions that are difficult
to optimize, known as “The 100-digit challenge” and which were used in an annual
optimization competition in 2019. The functions are presented in Table 8. The Func-
tion column shows the name of the benchmark function. The Formula column shows
the formula used to calculate the value of the function that will be minimized or maxi-
mized. The Minimum column shows the minimum value of the function, when the op-
timal values for each of the variables are found. The metaheuristics used for
comparison in this scenario are PSO-based algorithms, those being the Fitness
Dependent Optimizer (FDO) [32], the Dragonfly Algorithm (DA) [33], the Whale
Optimization Algorithm (WOA) [34], and Salp Swarm Algorithm (SSA) [35].

In order to facilitate the evaluation, all implementations of the CEC 2019 100-Digit
Challenge benchmark functions, used in the competition in 2019 and also in ARACO
and the other algorithms, were adapted so that the optimal values sought were 1. All
the CEC 2019 100-Digit Challenge benchmark functions defined have 10 dimensions
and the domain provided to the algorithms is ', = -100 and x, = 100, for each di-
mension i, except for the functions Storn’s Chebyshev Polynomial Fitting Problem, In-
verse Hilbert Matrix Problem, and Lennard-Jones Minimum Energy Cluster, which
have different dimensions and different initial domains, as shown in Table 9.

The results used to compare FDO, DA, WOA, and SSA were obtained from Abdullah
and Ahmed [32]. All algorithms were executed 30 times for each benchmark function
and the comparison criterion used in this section is the average of the minimum value
found by the algorithms, after 500 iterations have been run.

Table 9 shows the comparison among the averages of the minimum values found by
the algorithms after 30 executions, with 500 iterations each execution. Noteworthy here
is that the results obtained by ARACO are superior to those encountered by the other
algorithms in six out of the ten benchmark functions tested. The algorithm is in second
place in three other functions, and it is in third place only in the Weierstrass function.

One notes, the results found by ARACO are competitive and, still further, it is the
only algorithm that has results that approach the optimal value with only 500 iterations
covered, managing to find the whole number of the optimal value in 4 of the functions
tested.

Figure 7 shows a comparison between the results encountered by the five algorithms
covered in this scenario, in relation to the average of the minimum value found for
some of the benchmark functions in Table 9, after the execution of 500 iterations.

However, it is important to highlight that ARACO achieves even better results for
the proposed benchmark functions, after the 500 iterations set. However, in order for a
fair comparison to be made, the same criteria and termination condition defined by the
other algorithms were maintained. In spite of that, to guide future comparisons in fu-
ture studies, the results achieved by ARACO, after the execution of 5000 iterations, are
presented below. One notes that with this termination condition, the algorithm
achieves results superior to those achieved with 500 iterations. This proves that, as iter-
ations pass, ants are able find even better solutions. Table 10 shows the average for the
minimum value achieved by ARACO after 30 executions, with 5000 iterations each

execution.
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Fig. 7 Comparison of results of ARACO and other metaheuristics
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Conclusions

ARACO was proposed with the objective of allowing for the solving of optimization
problems in the real world, searching for the optimal solution, providing initial do-
mains with or without the optimal solution. For such, an improvement in the RACO al-
gorithm was proposed, allowing the acceleration of the parameters responsible for the
locating and narrowing of the correct domain, in order to accelerate performance. In
addition to a strategy that allows the algorithm to leave local minimum regions, permit-
ting ARACO to find the optimal solution in practically all runs.

Tests were executed to prove the proposed strategies in relation to their operation in
provided domains that contain the optimal solution. As such, ARACO provides prom-
ising results, showing superiority regarding the number of function evaluations neces-
sary to reach the optimal value, in a majority of the tested benchmarks functions,
across three proposed comparison groups. These groups were probability-learning
methods that model and sample probability distributions, metaheuristics developed for
combinatorial optimization and adapted to continuous domains, along with methods
inspired by the behavior of ants.

Table 10 Results of ARACO after running 5000 iterations

Function ARACO
Storn’s Chebyshev Polynomial Fitting Problem X [-8192,8192]", n =9 5.23E6
Inverse Hilbert Matrix Problem X":[~16384, 16384]", n = 16 1.3992
Lennard-Jones Minimum Energy Cluster X:[-4,4" n=18 83911
Rastrigin’s Function 7;[—100, 100]", n = 10 3.3252
GriewangKk's Function X"[~100, 100]", n = 10 1.0085
Weierstrass Function 7:[—100, 1001, n =10 22961
Modified Schwefel's Function X":[-100, 100]", n = 10 1.0001
Expanded Schaffer's F6 Function x:[~100, 100]", n = 10 1.2062
Happy Cat Function X":[~100, 100]", n = 10 24945

Ackley Function X[=100, 100]", n = 10 10.8957
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The obtainment of good results, through operating in provided domains that do not
contain the optimal solution, is very desirable, as in real-world problems one cannot al-
ways be guarantee that the initial domain provided for the algorithm contains the opti-
mal solution. In these cases, ARACO demonstrates a very effective performance, since
in addition to being able to find the optimal value in a lower number of function evalu-
ations than its predecessor RACO in 87% of the tested scenarios; it is able to find the
optimal value in all the proposed scenarios, achieving a 100% success rate on virtually
all tested functions. These advantages are obtained thanks to the acceleration of the
adaptive domain adjustment parameters at opportune moments, allowing for a greater
speed of convergence of the algorithm was obtained, and thanks to the extension of the
domain around the best solution found, when the algorithm is stagnant. Thus, allowing
for the generation of a new domain that contains values outside the local minimum
region.

On the subject of the tests performed with CEC 2019 100-Digit Challenge benchmark
functions, ARACO obtained excellent results, showing a superior performance over the
other algorithms in most of the tested benchmark functions, as well as being the only
algorithm to achieve the results closest to the optimum values in 500 iterations. In
addition, the results can be further improved if more iterations are executed.

As future work, the algorithm can be expanded to allow for working with functions
that have more variables, achieving a good performance, especially without compromis-
ing the accuracy and the success rate obtained. These results have already been suc-
cessfully accomplished in some of the functions implemented in the work, such as the
functions with 10 variables Sphere, Ellipsoid, Cigar, and Tablet. However, in other
functions such as Griewangk (10 variables) and Hartmann (6 variables), the algorithm
achieves high success rates, but loses in performance, performing a large number of
function evaluations until it finds the optimal value. The implemented CEC 2019 100-
Digit Challenge benchmark functions also demonstrate the need to determine better
strategies to obtain superior results in functions that have more dimensions. In
addition, a study can be performed to determine better strategies for detecting domain
stagnation and obtain better domain expansion rates around the best solution found,
according to the nature of the functions, to further improve the results obtained.

As one of the proposals of the ARACO algorithm is its applicability in solving real-
world problems, another future work should therefore be based on the practical appli-

cation of the algorithm in real-world situations.
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